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Class 1: F5 Private Cloud Solutions for Openstack

1.1 Getting Started

During this lab you will learn how to:
« Install the F5 LBaaS Agent using Ansible
* Deploy Basic L4-L7 services using LBaaS

 Deploy enhanced L4-L7 services using ESD.

1.1.1 About OpenStack

OpenStack provides an Open Source Infrastructure As-A Service (laaS) solution that provides a framework
for provisioning Network, Compute, and Storage in an automated and repeatable manner.

1.1.2 About LBaaS

Load Balancing As-A Service (LBaaS) is a community standard around providing Load Balancing as a
standardized service within OpenStack. The current version, LBaaS v2, provides basic L4-L7 capabilities.

1.1.3 About F5 & OpenStack

F5 can be deployed in two ways in an OpenStack environment. The two methods are a undercloud or
overcloud deployment. It is possible to use one or both of these methodologies when deploying F5 &
OpenStack.

Undercloud: LBaaS

Undercloud commonly refers to a deployment where the BIG-IP device (physical or virtual) is outside of the
OpenStack environment. Typically this is done with physical hardware to provide a multi-tenant environment
and used with LBaaS.
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Overcloud: HEAT

Overcloud refers to a deployment where a BIG-IP Virtual Edition (VE) is provisioned within a tenant network
as a virtual machine within OpenStack Nova. In this scenario the BIG-IP is in a similar topology to other
tenant virtual machines. When deploying in overcloud OpenStack HEAT templates (automation templates)
are commonly used to deploy the BIG-IP device. A customer can manage the BIG-IP device through
traditional methods, HEAT templates, and/or other automation templates.

It is also possible to deploy a BIG-IP VE in an overcloud deployment and use LBaaS. In this deployment
you are limited by the number of interfaces currently supported on BIG-IP VE can use (9 data & 1 mgmt).

1.1.4 Under or Over?

The decision to use one method or both will depend on customer requirements. An undercloud deployment
using LBaaS is well suited to providing basic services that can be provided in a multi-tenant manner. Over-
cloud is well suited to providing access to features and functions that may not be exposed via LBaa$S or
provide per-tenant services.

1.2 Lab Topology

The current Lab Environment looks like the following:

' ™
[ o ]
Nova
VE | o
AN o Neutron
Windows BIG-IP VE
RDP Host

OpenStack
You will be connecting via RDP to a Windows host to perform all the steps in this lab.

1.2.1 Lab Components

The following table lists VLANS, IP Addresses and Credentials for all components:

Component VLAN/IP Address(es) Credentials
\|f|V|ndows RDP . 10.0.10.50 student/[Viewable in Ravello]
ost
k H K
OpenStac . 10.0.10.10 student /[SSH Key]
BIG-IP i i
G . 10.0.10.20 admin / admin

6 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack
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1.2.2 Connecting to the Lab Environment

Please follow the instructions provided by the instructor to start your lab and access your jump host by
clicking on this “rdp” host link.

openstack win10 bigip-12.1.2

Note: All work for this lab will be performed exclusively from the Windows jumphost. No installation or
interaction with your local system is required.

1.3 Installing the F5 LBaaS Agent

Two pieces of software are required to use F5 BIG-IP with OpenStack LBaasS.
1. F5 LBaaS Driver
2. F5 OpenStack Agent.

The F5 LBaaS driver communicates with F5 OpenStack Agent that will then use F5 iControl REST to update
the BIG-IP configuration.

—~ S | Horizon ‘
& ;
N [ Neutron: LBaaS v2/ ML2|

Client

. Client uses Horizon / CLI / APl to "—
create LB / Listener / Pool ‘ F5 OpenStack Agent ‘

. Neutron sends request to F5 -
OpenStack Agent

. F5 OpenStack agent translates
to iControl REST to BIG-IP

The following lab will first guide you through using both the OpenStack GUI/CLI.

You will then install the required software via an Ansible automation script.

1.3.1 Login to OpenStack CLI
Verify OpenStack environment

The first exercise is to use the OpenStack CLI to verify the environment.

First Launch Putty from the Desktop.

1.3. Installing the F5 LBaaS Agent 7
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Click on “OpenStack All-In-One”, select load, then click “Open”.

#2 PuTTY Configuration ? *

Category:
=J- Session Basic options for your PuTTY session

: Specify the destination you wart to connect to
=J- Terminal )
Host Name {or IP address) Part

- Keyboard

- Bl | |[22

- Features Connection type:

= Window (O Raw () Telnet (O Flogin ® SSH () Senal
- Appearance
- Behaviour
- Translation
- Selection | |

Cololurs Default Settings Load
= Connection

- Data Save
. Proy

- Telnet Delete
- Rlogin

Load, save or delete a stored session

Saved Sessions

Close window on ext: _
(JAways () Never (@ Onlyon clean exi

About Help Cancel

If you fail to connect on the first try, try again. When you connect you should see.

EP student@openstack:~ = O x

Type source keystonerc_demo. The prompt should change from:

’[student@openstack ~18

To:

’[student@openstack ~ (keystone_demo) ] $

Run neutron subnet-1ist and you should see

8 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack



F5 Private Cloud Solutions Documentation

Please ask for assistance if you do not see the correct output. Leave this window open, it will be used
throughout the lab.

1.3.2 Deploy Backend Instances

During the previous excercise we made use of the OpenStack CLI. OpenStack also has a web gui, Horizon,
that can be used. The following will deploy two backend web servers that will be used later in the lab.

Launch Google Chrome and click on the “Login — OpenStack. . .” bookmark.

B Login - OpenStack C

Login to Horizon (OpenStack GUI) using the username: demo, password: demo

openstack

Login

User Name

demo

Password

C]

You should see.

1.3. Installing the F5 LBaaS Agent 9
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B Instance Overview - Ope X

(3 C | ® 10.0.10.10/dashboard/project.
iif Apps B Login - OpenStack D (§) BIG-IP® - bigip.my-

B3 openstack = demo ~
Project - Qverview
Compute

Limit Summary

Instances .

Volumes
Instances VCPUs RAM Floating IPs Security Groups
Images Used 0 of 10 Used 0 of 20 Used 0 of 51,200 Used 1 of 50 Used 2 of 10

Access & Security

Network
Volume Storage

Orchestration v Used 0 of 1,000
Object Store - Usage Summary
Identity

Select a period of time to query its usage:

From: 2017-06-01 To: 2017-06-21 The date should be in YYYY-mm-dd format

Active Instances: 0 Active RAM: 0Bytes This Period’s VCPU-Hours: 0.04 This Period’s GB-Hours: 0.04 This Period’s RAM-Hours: 22 33
Usage

Instance Name VCPUs Disk RAM Time since created

No items to display

Click on “Instances” and then “Launch Instance” (top right of page).

& Launch Instance

For the Instance name specify “server” for the count enter “2”. Then click next.

Instance Name ~

senver

Availability Zone

nova v

Count ™

2

Click on the “+” next to “f5demo”.Then click next.

B/29M17 1:34 A
M

> fodemo 124.69 MB QCowz2 Public +

Click on the “+” next to “m1.tiny”. Then click next.

> mi.tiny 1 512ZMB  1GB 1GB 0GB es +

& demo ¥

Volumes
Used 0 of 10

& Download CSV Summary

Click on the “+” next to “internal” Network. This step should have been completed for you since the internal
network is the only network available. Then click on next TWICE until you are on the Security Groups tab.

2 internal internal-subnet No Up Active +

On the Security Groups tab click on the “+” next to “default-allow-all”. Then click next.

10 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack



F5 Private Cloud Solutions Documentation

> default-allow-all +

Click on the “+” next to “demo-key-pair” and the click on “Launch Instance”. This step should have been
completed for you since the demo-key-pair is the only available key pair.

» demo-key-pair ac:ef:04:18:a9:.78:70:3e:32:ec:08:e0:be:42:09:e2 +

You should now see them starting.

Instance Name = v Filter & Launch Instance W Delete Instances More Actions =
O Instance Name Image Name IP Address Size Key Pair Status Availability Zone Task Power State Time since created Actions
O sewer2 cirros image mA tiny demo-key-pair Build nova Scheduling No State 0 minutes Associate Floating IP |
D sewver1 cirros image mA tiny demo-key-pair Build nova A N N No State 1 minute Associate Floating IP |
Spavming

Displaying 2 items
Once the instance status is “active” on “server-1” then “Log” you should see

Instances / server-1

Overview Log Console Action Log

Instance Console Log

Welcome to Alpine Linux 3.6
Kernel 4.9.32-@-virthardened on an x86_64 (/dev/ttyse)

alpine login:

1.3.3 Install Driver/Agent
Complete directions for installing the Driver/Agent can be found at: http:/f5-openstack-lbaasv2-driver.
readthedocs.io/en/mitaka/map_quick-start-guide.html

During this lab we will be using Ansible (a Systems/Network automation tool) to automate the installa-
tion. The Ansible module that is being used in this lab can be found at: https://github.com/f5devcentral/
f5-openstack-ansible

Install via Ansible

Open your Putty Window (Directions in Login to OpenStack CLI if you closed the Window).
Change your directory by typing cd f5-openstack-ansible/playbooks

[student@openstack ~]$cd f5-openstack-ansible/playbooks/

Now run

ansible-playbook —-i hosts —--extra-vars '{"remote_user":"student"}' agent_driver_
—deploy.yaml

1.3. Installing the F5 LBaaS Agent 11
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You should see.

Change back to your home directory by typing cd.

Now type source keystonerc_admin and you should see a prompt that looks like:

[student@openstack ~ (keystone_admin)]$

Expand the window to full screen and type. neutron agent-list

There should be a table that contains the following information.

agent_type

admin_state_up

binary

Loadbalancerv2 agent

alive

-)

True

f5-oslbaasv2-agent

Now type source keystonerc_demo to restore your prompt to the demo user.

‘[student@openstack ~ (keystone_demo) ] $

1.4 Deploying Basic L4-L7 Services using LBaaS

There’s multiple ways of provisioning F5 Services via OpenStack LBaa$S including.

1. Horizon GUI
2. CLI
3. OpenStack API

Today we will be covering the first two options.

12 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack




F5 Private Cloud Solutions Documentation

1.4.1 Lab 1.4: Deploy L4-L7 via Horizon

The F5 LBaasS integration will configure the Networking on the BIG-IP to connect to the OpenStack network.
From Chrome click on the “BIG-IP” bookmark and login with the credentials “admin / admin”. Observe that
there is only a single partition “Common”.

Also note only one self-ip in Route Domain 0.

o -
Role: Administrator Partition:

Common

All [Read Only]

Network »» Self IPs
7+ -~ | Seff IP List

[+ ||search|
| + Name | + Application | = IP Address | = Netmask | % VLAN / Tunnel | + Traffic Group | #1
Il self-dataplane 10.0.10.20 255255255 0 Dataplan traffic-group-local-only Co

Switch back to the OpenStack Horizon tab inside Chrome and do a forced refresh (Shift+[Reload])).

You should now see a new menu item under “Network”.

&8 openstack = demo ~
Project - Qverview
Compute

Limit Summary

Network - . ' ’

Network Topology

Networks Instances VCPUs RAM

Used 2 of 10 Used 2 of 20 Used 1,024 of 51,200
Routers

Load Balancers

If you do not see “Load Balancers” verify that the Loadbalancer Agent is running from the previous lab.
Click on the “Load Balancers” menu item, then click on “+Create Load Balancer”.

e Load Balancers .

o=

Complete the following information.

Important: Make sure to use the values below and not the GUI defaults!

Load Balancer Details

name value
Name b1
Subnet | internal-subnet

1.4. Deploying Basic L4-L7 Services using LBaaS 13
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Listener Details

name value
Name listener1
Protocol | HTTP
Port 80

Pool Details

name value
Name pooli
Method | ROUND_ROBIN

Pool Members

name port
server-1 | 80
server-2 | 80

Monitor type

name value
Monitor type | HTTP

Then click on “Create Load Balancer”

Create Load Balancer

Load Balancer Details Provide the details for the health monitor. 0
Monitor type *

Listener Details HTTP .

Pool Details Health check interval (sec) * Retry count before markdown * Timeout (sec) *

Pool Members 5 3 5

HTTP method Expected HTTP status code URL path

GET A 200 [

® Cancel < Back Next » & Create Load Balancer

On the BIG-IP take a look at the Partition. You should see that a new partition was created.

EELLLLE Common v
Common

Project_e9363ad706454847bef0562767a66726

All [Read Cnly]

Change to that partition and inspect the Self IPs items under Network. You should see that a VXLAN tunnel
that was created connected to the tenant network. Verify the tenant network is the internal network from
viewing the neutron subnet-1ist command you ran in the previous lab.

14 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack
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Network » Self IPs
7% - | SeffIP List

| = Name | <+ Application | < |P Address | = Netmask | = VLAN / Tunnel | < Traffic Group | < Partition / Path
local-bigip1-06&dccc5-6e34-4d75-ba2e-d9f27 4e0825f 10.1.100.104%1 255.255.255.0 tunnel-vxlan-33  traffic-group-local-only Project_e8363ad706454847k
self-dataplane 10.0.10.20 255,255 255.0 Dataplan traffic-group-local-cnly  Common

Delete...

Under Network Map you will see the entries that were created by LBaasS via the Horizon Panel.

Local Traffic Network Map

@ Project_c4160830-898e-4744-995b-0c4cbfesfi19
O Project_5a28cfe3-050c-4b4b-8838-0cbf470bad0e
@ 10.1.100.101%1:80
@ 10.1.100.102%1:80

Observe that the BIG-IP Pool name uses the OpenStack Pool ID from the load balancer configuration.
Horizon>Network>Load Balancers>lb1>Listeners>Listener 1 — Default Pool ID

(yours will differ in value from the example).

Load Balancers / Ib1 / listener1

Protocol HTTP

Protocol Port 80

Connection Limit Unlimited

Admin State Up Yes

Default Pool ID 5a28cfe3-0560c-4bdb-8338-0cbf470balle
Listener ID c4160830-898e-4744-995h-0cdchfedft19
Tenant ID £9363ad706454847hef0562767a667e6

To test this configuration we will need to add a Floating IP to be able to access the Tenant Subnet externally.
On the main “Load Balancers” page, click on the downward arrow next to “Edit” and select “Associate
Floating IP”

Load Balancers

Q + Create Load Balancer
Name * Description Operating Status Provisioning Status IP Address Listeners Actions

» bl = Online Active 10.1.100.103 1 Edit | =

Displaying 1 item Associate Floating IP

i Delete Load Balancer

Specify the “public” pool.

1.4. Deploying Basic L4-L7 Services using LBaaS 15
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Associate Floating IP Address

Select a floating IP address to associate with the load balancer or a floating IP pool in which to allocate a new floating IP
address.

Floating IP address or pool *

public v

% Cancel + Associate

And click “Associate”. Click on “Ib1” and you will see the Floating IP Address.

Load Balancers / b1

IP Address 10.1.100.103 Operating Status Online Provisioning Status Active

Overview Listeners
Provider fonetworks
Admin State Up Yes
Floating IP Address 10.0.10.101
Load Balancer ID 0d865c25-falb-4730-8b5d-3402a1ad9a22
Subnet ID 068dccch-6c34-4d75-ba2e-d9f274e0825f
Port 1D 11a715e0-9294-44cd-5f54-7718a22cdfad

Enter this value into the Chrome URL and you should see (colors may vary, there’s a chance they may be
the same).

alpine
F5vLab  Demos ~

F5 OpenStack vLab

Deliver the most secure, fast, and reliable applications to anyone, anywhere at any time.

e i L

©@ O

Available Fast Secure

One of BIG-1P core functions is load balancing, which BIG I is able to shift key tasks away from the server BIG-IP identifies and stops most DDoS attacks before

alpine

Adding “/simple.shtml” you can see the Server IP and see the service being load balanced.

16 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack
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N\ Demo App
1 Demo APP Welcome to Dema App

Welcome to Demo App

Server IP = 10.1.100.102

Server Port = 30
Server IP = 10.1.100.101

Server Port = 80 ClientIP = 10.1.100.105

1.4.2 Lab 1.5: Deploy L4-L7 via CLI

In addition to using the Horizon GUI panel you can also provision LBaa$S via the command-line. From your
Putty window run the following commands:

See also Text file of commands.

neutron lbaas-loadbalancer—-create —-name 1b2 internal-subnet

neutron lbaas—-listener-create —-name listener2 —--loadbalancer 1b2 --protocol TCP —--
—protocol-port 22

neutron lbaas-pool-create —-—name pool2 —--lb-algorithm ROUND_ROBIN --listener
—listener2 —--protocol TCP

neutron lbaas-member-create —--subnet internal-subnet --address 10.1.100.101 —--
—protocol-port 22 pool?2

neutron lbaas-member-create —--subnet internal-subnet --address 10.1.100.102 —--
—protocol-port 22 pool?2

neutron lbaas—healthmonitor—-create —--delay 3 ——-type TCP —-—-max-retries 3 ——-timeout 3 —-
—pool pool2

Verify on the BIG-IP that you see the new Virtual Server deployed.

1.5 Deploying Enhanced L4-L7 Services using ESD

LBaasS only provides a subset of the capabilities of an F5 BIG-IP. The following exercise will demonstrate
how to provide a way to extend LBaa$S through the use of custom policies.

1.5.1 Deploy Enhanced L4-L7 via ESD

In addition to supporting LBaa$S v2 capabilities, the F5 OpenStack LBaa$ integration can support Enhanced
Service Definitions to expose F5 specific capabilities. The following exercise will modify the TCP profiles
that we created on our first listener.

First take a look at the existing TCP configuration on the BIG-IP. Observe that it is using the default TCP
profile.

1.5. Deploying Enhanced L4-L7 Services using ESD 17
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Configuration: | Basic v

Protocol TCP v

Protocol Profile (Client) tcp v
Protocol Profile (Server) (Use Client Profile) v
HTTP Profile hitp v

From your Putty window run.

neutron lbaas-17policy-create —--listener listenerl —--name esd_demo_3 —--action REJECT

You should see the following output.

Refresh your window on the BIG-IP and you will see that the TCP profile has changed.

Configuration: | Basic v

Protocol TCP v

Protocol Profile (Client) tcp-wan-optimized v
Protocol Profile (Server) tcp-lan-optimized v
HTTP Profile hitp v

Now from your Putty window run.

cat /etc/neutron/services/f5/esd/demo. json

You will see the definition that we referenced earlier.

In addition to TCP profiles you can also add iRules, Local Traffic Policies, client/server SSL profiles, and
modify session persistence.

18 Chapter 1. Class 1: F5 Private Cloud Solutions for Openstack



Class 2: Deploying Cisco APIC with F5 iWorkflow and BIG-IP

About This Solution

The Cisco Application Policy Infrastructure Controller (Cisco APIC) is the unifying point of automa-
tion and management for the Cisco Application Centric Infrastructure (Cisco ACI™) fabric. The Cisco
APIC provides centralized access to all fabric information, optimizes the application lifecycle for scale and
performance, supporting flexible application provisioning across physical and virtual resources.

For additional information, visit www.cisco.com/go/apic.
About This Demonstration
This preconfigured demonstration includes:
» Scenario 1: Deploy Service Graph using F5 iApps in Cisco ACI with F5 iWorkflow
+ Scenario 2: Modify L4 — L7 deployed graph parameters
+ Scenario 3: Remove APIC Service Graph
» Scenario 4: Using POSTMAN REST client to deploy service graph
There are two options to complete each lab task
(1) Using iWorkflow and APIC Ul — Scenario 1
(2) Using POSTMAN REST client (APIC Only) — Scenario 4

The goal of ACl is to accelerate application deployment by building L4-L7 policy into Cisco ACI model. We
recommend using the REST client model as the most effective way to execute the APIC portion of the lab;
for BIG-IP and iWorkflow, please continue to use the Ul. You are encouraged to use the Ul screen shots as
a reference to the tasks executed by POSTMAN.

2.1 Demonstration Requirements

Required Optional

* Laptop + Cisco AnyConnect

19
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2.1.1 Demonstration Configuration

This demonstration contains preconfigured users and components to illustrate the scripted scenarios and
features of this Cisco solution. All access information needed to complete the demonstration scenario, is
located in the Topology and Servers menus of your active demonstration, and throughout this script.

» Topology Menu. Click on any server in the topology to display the available server options and
credentials.

» Servers Menu. Click on & or ¥ next to any server name to display the available server options and
credentials.

2.1.2 Demonstration Topology

The following is the virtual demonstration topology, which consists of the following virtual machines:
» APIC Simulator — version 2.1(1h)
— APIC1, APIC2, APIC3
— Leaf1 and Leaf2
— Spine1 and Spine2
* VMware Virtual Center Server 5.5 Appliance
* F5 iWorkflow — release 2.0.2
* F5 BIG-IP —release 12.0.0 HF4
» VMware ESXi 5.5 Host 1
* VMware ESXi 5.5 Host 2
+ Workstation — Windows 8
» NetApp EDGE Storage Appliance — ONTAP 8.2
* Linux Tools Repository (Ubuntu 12.04)

wadl  tools

wyvcva

wna-edgel

I { I E
n 1 n
L3-V0LAN-3 VLAN-PRIMARY
—

)

E
w ucsd

wucsm

w whstl
L |
) 1 PR
L2-WLAN-1 1
E
| | - apic-
s s . 3
= = simulator
il =l
wvesxl wvesx2 —
[
—
=
I | Lo
L3-VLAN-1 APIC License

20 Chapter 2. Class 2: Deploying Cisco APIC with F5 iWorkflow and BIG-IP
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This demonstration contains preconfigured users and components to illustrate the scripted scenarios and
features. All access information needed to complete the scripted scenarios is located in the Topology and
Servers menus of your active demonstration, and throughout this script.

2.1.3 Demonstration Preparation

Follow the steps below to schedule and configure your environment.

1.

Browse to dcloud.cisco.com, choose the location closest to you, and then login with your Cisco.com
credentials.

. Schedule a session. [Show Me How].
. Test your bandwidth from the demonstration location before performing any scenario. [Show Me How]

. Verify your session has a status of Active under My Demonstrations on the My Dashboard page in

the Cisco dCloud Ul.

5. It may take up to 15 minutes for your demo to become active.

6. Access the workstation named wkst1 located at 198.18.133.36 and login using the following creden-

10.

11.

tials: Username: dcloud\demouser, Password: C1sco12345.

. Option 1: (Preferred) Use Cisco AnyConnect [Show Me How] and the local RDP client on your

laptop [Show Me How].
 Accept any certificates or warnings.

» From the Start menu, click Desktop.

. Option 2: Use the Cisco dCloud Remote Desktop client with HTML5. [Show Me How]

+ Accept any certificates or warnings.

» From the Start menu, click Desktop.

. Start Menu

D ¢ Bl U K

VMware uSphere
Computer Client Recycle Bin Notepad++

Chrome App
Intemnet Explorer Google Chrome Launcher

The fabric discovery is automatically started at demo setup. Double-click the APIC Login icon PICLog!
and login (admin/Clsco12345).

Select Fabric from the top menu.

12. Select Inventory from the top sub-menu.
13. In the left menu, click Fabric Membership and check that you have the 4 devices populated as shown
in Figure 3. (IP addresses may vary.)
2.1. Demonstration Requirements 21
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Note: The fabric discovery can take up to 15 minutes to complete. If you login before 15 minutes have
passed, all devices may not be fully discovered.

1. Completed Fabric Membership

Fabric Membership

SERIAL NUMBER NODEID NODE NAME
TEP-1-101 101 Leaft
TEP-1-102 102 Leaf2
TEP-1-103 103 Spinel
TEP-1-104 104 Spine2

RACK NAME

MODEL ROLE
NIK-CI3IEPX leaf
N9IK-CI39EPX leaf
N9K-C9508 spine
N9K-C9508 spine

P
10.0.248.31/32
10.0.248.28/32
10.0.104.95/32

10.0.248.30{32

DECOMISSIONED

False

False

False

False

N i
ACTIONS -~

SUPPORTED MODEL

True

True

True

True

Note: To demonstrate Fabric Discovery, reset the APIC Simulator (see Appendix A.) If only TEP-1-101 is
present at login, see Appendix B to discover the Fabric.

1. Double-click the VI Login icon

2. Check that the F5 iWorkflow and BIG-IP virtual machine is present and running as below.

Password: C1sc012345. (If password is grayed out, click Login.)

3. Virtual Center Inventory

@ vecl.dcloud.cisco.com - vSphere Client

= [ vel.dcloud.cisco.com
Bl [ dcloud-DC
= [l dCloud-Cluster
E vesx1.dcloud. cisco.com
Q vesx2.deloud, cisco.com
B @ L4-L7-Services
5 FSEIGIP

£ [Foworiion|

File Edit View Inventory Administration Plug-ins Help
Ej E} Home Eﬂ Inventory P @ Hosts and Clusters
mir o8 & Ble e @ e

F5-iWorkflow

IO Resource Allocation | Performance | Tasks & Events | A

Memory Overhead:

VMware Tools:
IP Addresses:

DNS Name:
EVC Mode:

State:

Host:

Active Tasks:

vSphere HA Protection:

General
Guest OS:
VM Version: 7
CPU: 2vCPU
Memory: 4096 MB

@ Running (Guest managed)
198,18,128.135

iworkflow1.deloud cisco.com
7S

Powered On
vesx2.ddoud.dsco.com

& Protected 57

and login with the following credentials: Username: demouser,

Note: If the F5 BIG-IP and iWorkflow VMs are not present in the L4-L7 Services Resource Pool, add it
manually.
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2.2 Deploy Service Graph using F5 iApps in Cisco ACI with F5 iWork-
flow

2.2.1 Overview

Cisco Application Centric Infrastructure (ACI) technology provides the capability to insert Layer 4 through
Layer 7 (L4-L7) functions using an approach called a service graph. One of Cisco ACI’s changes to the
operation model with the service graph function is that a configuration now includes not only the network
connectivity consisting of VLANSs, IP addresses, etc., but also the configuration of access control lists, load-
balancing rules, etc., on service appliances, such as the firewalls and load balancers. This approach differs
from the traditional operation model of service insertion. Prior to Cisco ACI, the fabric configuration would
have consisted only of connectivity for firewalls and load balancers. With Cisco ACI, the service graph
configuration includes the ability to push configuration of firewalls and load balancers from ACI.

2.2.2 APIC GUI Layout

- ) Advanced Mods
System Tenants Fabric VM Networking L4-LT Services Admin Operations | Menu Bar tab o 1 e
ALL TENANTS | Add Tenant | Search: [l | common | infra | mgmt | Submenu Bar tab

Tenant common BEE

Tenant - common i

B Quick Stant
Tabs R e S
Health [ 100 | Fault Counts By Domain
Zoom IR 10 [ Al Faut Level iy A
SY¥STEM WIDE o a a [
AsCess o o o o
Navigation Pane £ Work Pane External o 0 0 0

The top of the GUI screen is the Menu bar tab, the middle of the GUI is the Submenu bar tab, the bottom
left of the GUI screen is the Navigation Pane, and the middle-right of the GUI is the Work Pane.

2.2.3 F5 iWorkflow and Cisco ACI Lab

The goal of this lab is to demonstrate a WEB application deployment that has L4-L7 ADC requirements in
ACI environment. Using F5 iWorkflow service catalog model, the WEB application ADC requirements are
defined in iWorkflow service catalog template using F5 iApps technology. Thru F5 dynamic device package,
this service catalog is imported into ACI. In Cisco ACI, when deploy application WEB, administrator can now
pick WEB template to apply ADC functionality to application WEB.

To achieve this scenario, you will configure ACI L4-L7 service insertion in managed mode with device
manager using F5 BIG-IP VE Virtual ADC and F5 iWorkflow orchestration + automation platform using
User Interface.
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F5 BIG-IP +
E5 iWorkflow

Verify iApps

CiscoACI

Import F5 device
package

Cisco ACI

Tenant Common:
Create Device
\UEET[1y

CiscoACI

Tenant SJC:
Create Contract:
WEB to APP

F5 iWorkflow

Discover BIG-IP

Cisco ACI

Create Device
Manager Type

Cisco ACI

Tenant Common:
Create L4-L7
Device (LDev)

Cisco ACI
Tenant SJC:

Scope Network
under AP App1

2.2.4 F5 iWorkflow and Cisco ACI Lab Flow Chart

F5 iWorkflow

Create WEB
template

Cisco ACI

Tenant Common:
Export F5 LDev
to tenant SJC

Cisco ACI
Tenant SJC:

Create Service
Graph (SG) WEB

F5 iWorkflow

Create APIC
connector

CiscoACI

Tenant SJC:
Apply SG WEB to
EPG APP

F5 iWorkflow

Download F5
device package

Cisco ACI

Tenant SJC:
Create device
selection policy

REST API Only

APIC User Interface: Wizar
REST API: 3 separate task

F5 iApps is a user-customized framework for deploying application, providing a flexible way to automate
tasks and templatize F5 virtual server configurations.

2.2.5 BIG-IP - Verify the F5 BIG-IP iApps

The iApps must be imported into F5 BIG-IP in order to allow F5 iWorkflow to create an application template
based on this iApps. In this step, we will verify the iApps is already exist in F5 BIG-IP.

Log into the F5 BIG-IP with the following username and password from the web browser:
BIG-IP: https://198.18.128.130

Username: admin

Password: C1sco12345

After you have logged into the F5 BIG-IP GUI. In the Navigation pane, click the iApps -> Templates. You
should see the iApps template appsves_integration_v1.0_001 pre-loaded into the F5 BIG-IP:
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OHNLINE (ACTIVE)
Standalone

ipps » Templates : Templates

» ~ Template List

Application Services |* ||search|

| Templates | | - Name IVaIidity ‘ Associated Application Services | + Verification < Certificate | + Sys
I appsves_integration_v1.0_001 None
AN | PP _integ w10l
L || appsves_integration_v2.0_001 Nane

Note: Up to iWorkflow release 2.0.2, iApps to be used by iWorkflow / APIC integration must be exist in
BIG-IP in order for iWorkflow to be discovered. Beginning iWorkflow release 2.1.0, user import iApps into
iWorkflow and iWorkflow will push the iApps to BIG-IP

2.2.6 iWorkflow — Set up the F5 iWorkflow Clouds and Services

F5 iApps template is ALREADY added in iWorkflow:

iApps Templates + = appsvcs_integration_v1.0_001

Template Properties

2 items total
appsvcs_integration_v1.0_001 Template Name appsves_integration_v1.0_001
£5.http.v1.2.0 vcmp132.bd f5.0ocal - TMOS Version 12.1.2.0.0.249

Devices with Template
wernpl33.bd.f5.local - TMOS Version 12.1.2.0.0.249

F5 iWorkflow Clouds and Services allows administrator to create a cloud connector to Cisco APIC by gen-
erating a customized device package that contains the service catalog. It is also where administrator can
manage service catalog life cycle.

In this step, we will configure F5 iWorkflow prior to Cisco ACI integration.

Log into the F5 iWorkflow 198.18.128.135 with the following username and password from the web
browser:

iWorkflow: https://198.18.128.135
Username: admin
Password: C1sco12345

After you have logged into the F5 iWorkflow GUI. Click on “Clouds and Services”, select “+” Devices
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fs iWorkflow uds and Services | BIG-P Connectivity ~ BIGIPHA  Systern Settings  Access Control

I Services Tenants + W Catalog e

]

0 Items total 0 Items total 0 Items total 0 Items taotal 0 Items total

Register F5 BIG-IP by selecting “Discover Device”

Discover Device

Create Virtual Device

Register the F5 BIG-IP by using the BIG-IP’s IP address and credential as the following:
IP Address: 198.18.128.130
Username: admin

Password: C1sco12345

Click Save to register the BIG-IP device:

Devices + Discover Device

AR IP Address 198.18.128.130
User Mame admin
Password ..........|

You can now double click the registered BIG-IP and verify its status. It should say “Available” when the
BIG-IP is communicating with the iWorkflow:
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bigipT1.dcloud.cisco.com Remove

Device Properties
bigip1.dcloud.cisco.com

BIG-IP1200 | 19518125130 Host Mame bigip1.dcloud.cisco.com
Address 198.18.128.130
Product BIG-IP 12.0.0 Build 4.0.674 Hotfix HF 4
REST Frarmework Wersion 13.0.0-0.0.5560
Auailability » Available
Last Contact Mar 2, 2017 6:51:20 PM
Management Address 198.18.128.130

Refresh BIG-IP Connedtivity Info
Configuration

Reset All Config

2.2.7 iWorkflow — Create WEB application template in iWorkflow Catalog
After BIG-IP is successfully discovered by iWorkflow, the iApps reside on BIG-IP are now exposed to iWork-
flow.

In this step, we will create a WEB application template based on iApps in iWorkflow Cloud Catalog. We can
specify the WEB application F5 virtual server requirements here and build it into a template.

Move your mouse to the left or right side of the screen and the Cloud Catalog menu should appear, click “+”
to add a template

Catalog Jevices + bigip1.dcloud.cisco.com Remave

Device Properties

0 Items total q "
bigip1.dcloud.cisco.com

BIG-IP1200 | 198318138130 Host Mame bigip1.dcloud.cisca.com
Address 198.18.128.130
Product BIG-1P 12.0.0 Build 4.0.674 Hotfix HF4
REST Framewark Version 13.0.0-0.0.5560

A New Template screen will appear. Enter and select the following in the New Template:
Name: WEB

Input Parameters: A11 Options

Cloud: A11 Clouds

Application Type: appsves_integration_v1.0_001
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Tenant Previaw

Catalog + New Template
Properties
0 Items total
Mame 'WEB
1 Accept Defaults
Input Parameters . Commaon Options
Cloud All Clouds r

Application Type appsvwcs_integration_v1.0_001  »

Note: Only field marked “Tenant Editable” will be visible in Cisco APIC

Tenant Editable

You can now edit all the available options that need to be included with this template.

Expand the Virtual Server Listener & Pool Configuration by clicking the >. Scroll down and CHECK the
following to make them Tenant Editable. What this does is allow the parameters expose to Cisco APIC thru
F5 device package. Administrator has total control over what is exposed via a custom device package (this
reduces the complexity). It is highly recommended to expose only what is needed to APIC:

pool__addr: thisis the VIP
pool__port: this is the VIP listening port

Note: By default, this iApp allows VIP as tenant editable field. When you check VIP listening port as tenant
editable, iWorkflow will highlight it.

28 Chapter 2. Class 2: Deploying Cisco APIC with F5 iWorkflow and BIG-IP



F5 Private Cloud Solutions Documentation

Virtual Server Listener & Pool Configuration 1414

Mame Description Default Walue Tenart Editable

Pool: Advanced Options
pool_advOptions L

-
Fool: Description

pool__Description p pooldescr L
Pool: Load Balancing Method

pool__LbMethod y round-rabln r D
Pool: Member Default Pon

pool__MemberDef... p 20 ]
Pool: Health Maonitor

pool_Monitor y fCammanihttp
Pool: Mame

pool_Mame L

Yirtual Server: Address

pool_addr

“Wirtual Server: Mask
pool__mask 255.255.255.255 L

Virtual Server: Port

Click “Tenant Preview” to review the parameters will be visible in Cisco APIC:

New Template Tenant Preview

You should only see 3 parameters:

Virtual Server: Address
Virtual Server: Port

Pool: Members
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(¢) WEB

Tenant users will see a formn that looks like this when deploying an application using this Catalog

virtual Server: Address
Wirtual Server: Port 20

Ipaddress
Pool: Members

' to go back, then “Save”

New Template Tenant Preview

Notice a new application template now under iWorkflow Cloud Catalog. The “Save” operation will also
update the F5 iWorkflow Cloud APIC device package with the updated service catalog.

This service catalog is ready to be consumed by Cisco APIC.
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"'."I "."' E E’- Delete Tenant Preview

Properties
1 tem total

Mame WEE

appEvs_IntegEtion_ 1 0_00

= Common Options
Input Patameters

o All Optlons
Cloud all Clouds v
Application Type appsvis_ntegration_v1.0_001

sections

Yirtual server Listener & Pool Configuration

MName Description Default walue
Yirtual Server; Address
pool_addr
s
“irtual Server: Port
pool__port 20

Pool: Mermbers
pool_Members

2.2.8 iWorkflow — Create F5 iWorkflow APIC device package

The next step is to create the iWorkflow Cloud APIC Connectors which will generate a custom device
package that contains iWorkflow service catalog. The template we created in the previous step will appear
in APIC as a service function.

Move your mouse to the left / right side of the screen to make the Clouds menu to appear.

To create a new Connectors, move the mouse to the Clouds menu and the + should appear.

Clouds +

0 teme total

Click “+” to create a new Cloud Connector:
Name: dcloud
Connector Type: Cisco APIC

Click “Save” to finish
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Cancel

New Cloud

Easlc Propertles

Marme dcloud

Description

Connector Type CISCOAPIC  ~

Double Click the dcloud connector, you can download this customized device package that contains iWork-
flow Catalog to your desktop.

+ dcloud

Baslc Properties

1 Iem total
dcloud Mame dcloud
CEco &P

Description

Connector Type Clsco APIC

Devices Select... v

APIC Device Package

Download Device Package FSDevicePackage zlp
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€ SaveAs
- v 4 [ > ThisPC » Desktop v O Search Desktop o
Organize v New folder SEE 0
~ Name - Date moedified Type
v 3¢ Quick access
B Desktop No items match your search,

4 Downloads
|= Documents
& | Pictures
APIC Device Pac
== ftproot (\\198.18

Scripts
‘@& OneDrive

~ [ This PC
[ Desktop

|ZZ Decuments

& Downloads v <

File name: | F3DevicePackage.zip

Save as type:  Compressed (zipped) Folder

A Hide Foldess Cancel

We now complete the configuration steps on iWorkflow necessary prior to F5 ACI integration.

2.2.9 APIC - Import the Custom Device Package

Starting here, you will use Cisco APIC to perform the workflow in deploying the WEB application, with the
integration of F5 iWorkflow and BIG-IP, user can apply WEB application L4-L7 requirements within APIC

policy model, reducing significant amount of operation complexity.

In this step, you will import the customized device package generated by F5 iWorkflow into Cisco APIC. This
will allow the iWorkflow service catalog available in Cisco APIC. The device package serves as a conduit to

facilitate communications between F5 iWorkflow and BIG-IP.
Switch to your APIC GUI and click the following to import the device package:
L4-L7 Services -> Packages -> L4-L7 Service Device Type

Click the ACTIONS button at the Work pane and choose IMPORT DEVICE PACKAGE
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Tenants Fabric vorking L4-L7 Services Admin Cperations L
CISCO

Inventory | Packages

Packages

L4-L7 Service Device Types

M Guick Start
L4-L7 Service Device Types

(S35 4

Wendor - Model ‘fersion Functions

Mo items have been found.
Select Actions to create a new item.

A new pop-up should appear to allow you to choose the device package to be installed, click “Browse”:

Import Device Package (i %]

File Name:

BROWSE...

‘ SUBMIT ” CLOSE |

Go to Desktop and select F5DevicePackage.zip

@ Open X
« « 4Bl > ThisPC » Desktop > || v O | Search Desktop »
Organize New folder ==« TR e
~
"  Name Date modified Type
3+ Quick access L
E APIC Login 12/8/2016 1:03 PM Shortcut
[ Desktop * w X
. Build ACl Fabric 9/19/2014 11:45 AM  Shortcut
¥ Downloads ¢ ) Cisco ASDM-IDM 10/6/2016 317PM  Shorteut
Documents ¢ F3DevicePackagezip 3/2/2017 &16 PM Compres{
ictures ostman /2/2017 5 ortcut
[&] Pict » P 3/2/20175:11PM  Sh
APIC Device Pac E UCS Director 12/8/2016 1:48 PM Shortcut
= ftproot (\\192.18 A UCS Manager 12/8/2016 1:48 PM  Shortcut
Scripts 43 vSphere Web Client 12/8/2016 1:31 PM  Shortcut
¢@ OneDrive
& This PC
[ Desktop
Documents
‘ Downloads
j Music
& Pictures M= 2
File name: |F5DevicePackage.zip V‘ |AII Files V‘
| Open |V| ‘ Cancel |

Click “Submit”
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Import Device Package o 4

File Name: [ ¢ ravepathiF 5DevicePackage zip BROWSE...

SUBMIT CLOSE

Now F5 device package is imported into APIC

e | I ystem Tenants Fabric dng L4-L7 Services Admin
Ccisco

Inventory | Packages

Packages

L4-L7 Service Device Types

M Quick Start
M | 4-L7 Senice Device

F&-ivorkflow-2.0-dcloud O i
Wendor « Model Wersion Functions
Fa iorkiow 2.0-deloud WEB

Expand the Device Package, notice Service Function “WEB” is equivalent to iWorkflow Catalog template
“WEB”. Under Operational, parameters visible in APIC are the “Tenant Editable” parameters in iWorflow:

L4-L7 Service Function - WEB

M Cuick Start
4 I 417 Service Device Types
4 [ Fa-ivvorkiow-2.0-deloud
4 M 417 Service Functions
B wes o
L
4 M8 | 47 Services Function Profiles
E WER Folder/Param Category Display Feature Display Label Display Type Required Locked Cal
» Il networkRelation advanced false 1
O — :
4 I wEB WEB advanced false 1
4m pool__Members FPool Members advanced false 1
4 I rember Member advanced false h
E IPAddre... IPAddress advanced true 1
L E pool__addr Address advanced true 1
E pool__port Port advanced true 1
- = :

Under Function Profiles, you can see if there is any default value assigned to the parameters:
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Packages H
M Cuick Start
4 M | 417 Service Device Types
4 F5-ivorkflow-2.0-dcloud
E - IV OrKT O clour O i
4 MW |47 Service Functions
1 wes Properties

I 4 MW | 417 Services Function Profiles Name: \WEB

L4-L7 Services Function Profile - WEB

E WEB Description:
Associated Function: F5-iWorkflow-2.0-dcloud WEB

FEATURES AND PARAMETERS

I Features: Basic Parameters All Parameters
Meta Folder/Param Key Name Mandatory
- 4 =¥ Function Config Function
4 ‘3 weB WEB-Default
4 3 Pool Members pool__Merm. ..
4 =) member member
=l IPaddress IPAddress false
=] Address pool__addr false
=l port pool__port 80 false

2.2.10 APIC - Create APIC L4-L7 Device Manager under L4-L7 Services
In order to integrate F5 iWorkflow cluster into Cisco APIC L4-L7 devices, we use Cisco APIC device man-
ager feature to define and specify F5 iWorkflow.

From APIC perspective, F5 iWorkflow is a “device manager” managing the F5 BIG-IP ADC (both physical
and virtual form factors).

We will first define the device manager type. In the APIC GUI, click the following to configure the Device
Manager Type:

L4-L7 Services -> Inventory -> Device Manager Type

Click the ACTIONS button at the Work pane and choose Create Device Manager Type

ol I lel I & System Tenants Fabric WM Netwarking L4-L7 Services Admin Operations

Cisco

Inventory | Packages

Inventory

Device Manager Types

M Guick Start
M nventory
M Device Manager Types O i
L4-L7 Chassis Types
~ Vendor Model Version

Mo items have been found.
Select Actions to create a new item,

A new pop-up should appear to allow you to enter the device manager information. Enter the following
information:

Vendor: F5
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Model: iWworkflow
Version: 2.0-dcloud
L4-L7 Service Device Type: F5-iWorkflow-2.0-dcloud

Device Manager: Leave this field empty

Note: It is extremely import to match the Version number with the major version of the device package

Packages -:] . . )
L4-L7 Service Device Type - F5-iWorkflow-2.0-dcloud
B Cuick Start
4 B | 4-L7 Senice Device Types
4 - -2.0-dcloud
E F5-ivorkflow-2.0-dclou O _+_
> L4-L7 Service Functions
» B | 4-17 Services Function Frofiles Properties
vendor: F5 ‘-;

Model: iWorkflow
Capahilities: GoTo
I Wajor Version: 2.0-dcloud I

Click SUBMIT to accept the configuration.

Create Device Manager Type

Vendor: F5

Model: iwWarkflow

Version: 2_0-deloud

L4-L7 Service Device Type: F5-iWorkflow-2.0-dcloud > @

Device Manager: +

Mame

SUBMIT CANCEL

The Device Manager Type is now configured and we can now associate this device manager type with a
device manager.

2.2.11 APIC - Create Device Manager under Tenant Common

To create a device manager, navigate to your tenant common to create a new L4-L7 Device Manager by
clicking the following:
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Tenants Common -> L4-L7 Services -> Device Managers

In the Work pane, click: ACTIONS -> Create Device Manager

|l|lll||l
CIsco

ALL TEMA
Tenant common
M Cuick Start
4 & Tepant common
> Application Profiles
> Il networking
B | 4-17 Sewvice Parameters
» M Sccurity Policies
» I Troubleshoot Policies
» I Monitoring Policies
IA B | 417 Senices I
» Bl 417 Senice Graph Templates

> Im Router configurations

» I Function Profiles

» Bl |47 Devices

» Il mported Devices

» I Devices Selection Policies
> Deployed Graph Instances
» M Deploved Devices

E Inhand Management Configuration for L4..

I I » I Device Managers I

Fabric

W Metworking L4-L7 Services Adrmin

| infra

Cperations

Management EPG

Device Manager Type

Management Address

o~
C

Mo items have been found.
Select Ackions ko create a new item,

A new pop-up should appear to allow you to Create Device Manager in your tenant. You will specify F5
iWorkflow management IP here and associate it with the device manager type created in the previous step.

Enter the following information:

Device Manager Name: dcloud-device-manager

Management EPG: Leave this field empty since we use OOB to communicate

Device Manager Type: F5-iWorkflow-2.0-dcloud

Click the + to enter the iWorkflow management IP for device manager Management connectivity:

Host: 198.18.128.135
Port: 443
Click UPDATE to accept.

Enter the Device Manager’s login credential:

Username: admin

Password: C1sco12345

Confirm Password: C1sco12345

Click SUBMIT to accept the configuration.
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Create Device Manager 0 b 4

Please enter device manager info below.

IDEViCE Manager Name: dcloud-device-manager I

Management EPG: -clccf an option

Device Manager Type: F5-iWorkflow-2.0-dcloud
Management: X

Host Port
198.18.128.135 443

Username: admin

SUBMIT CANCEL

This complete the steps to create APIC L4-L7 device manager. We will use this device manager in the next

step when creating APIC L4-L7 device.

2.2.12 APIC - Create the L4-L7 Device

In this step, we will create an APIC L4-L7 device, this is the logical construct that contains F5 BIG-IP and
iWorkflow information. You will see in the later steps on how to build an APIC service graph using this L4-L7

device.

Navigate to your tenant to create a new L4-L7 Device by clicking the following:
Tenants Common -> L4-L7 Services -> L4-L7 Devices

In the Work pane, click:

ACTIONS -> Create L4-L7 Devices
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il I Il I I (=1a1] Tenants Fabric | ng L4-L7 S Admin Operations yo
CISCcO

ALL TEMANTS | Add Tenant | _Sg
Tenant common
M Quick Start
4 & Tenant common
» M spplication Profiles < i ( 6
> Il networking
MW 417 Service Parameters

enter name, descr | common | LA | F5 | | infra

L4-L7 Devices

= Cluster Name Managed Device Type Service Type Wendar RMamt IP

» . No items have been found.
Securily Policies Select Actions to create a new item,

» M Troubleshoot Policies

» B wonitoring Policies 3
IA M 47 Services

> I 417 Service Graph Templates

> Router configurations

> I Function Pruﬂles@
© o]

A new window should appear for you to create the L4-L7 Devices.
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Create L4-L7 Devices

STEP 1 > General

Flease select device package and enter connectivity information.

Device Interfaces:

General Device 1
Managed: [+ Managament IP
ey @ Addreas:
Chaagia: scbbote velus
Service Typa: ADC -

1. General

Managemsnt Port: -

Device Type: PHYSICAL WIRTUAL

Path

Managemant Port: -

Name
Phyaical Domain: =ckct s v D
Wiew: @ Single Node ' HA Node
(1 Cluster
Device Package: amskctsa package -«
Cluster
Mansgamant IP
Addrezs:
Device Manager: oot o
Cluster Interfaces:
Type
Connectivity
APIC to Device @ Qut-0f-Band
Management
Connectivity: A
Credentials
Username: (1]
Pazsaword: Q
Confirm Pasaword: O

Name

Concrete Interfaces

In the Create L4-L7 Devices window, enter the following:
Managed: CHECK

Name: F5-BIG-IP

Service Type: ADC

Device Type: Virtual

VMM Domain, click the down arrow to select: My-vCenter
Mode: single Node

Device Package: F5-iWorkflow-2.0-dcloud

Model: Unknown (Manual)

Context Aware: Single

APIC to Device Management Connectivity: Out-0f-Band

Username: admin
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Password: C1sco12345
Confirm Password: Cl1sco12345

After completion, it should look like:

General
Managed: E
Neame: FS-BIG-IP

Sarvice Typa: ADGC -

Device Type: FHYSICAL nl:l!ﬂ.

Vhild Domain: My-wCenter - [P

View: @ Single Node 'HA Node
| Clustar

Device Packsge: FS-Worklow-2.0dcloud  x « 3

Model: Unknown [Manual) v

Context Aware: | hultiple mu

Connectivity
APIC to Device @ Qut-0f-Band
Management
Connectivity: ‘In-Band
Credentials

Uzsarname: admin

What did | configure?

Managed: this means this L4-L7 device will be managed by Cisco APIC to be used in L4-L7 service insertion
Name: User defined name of the L4-L7 device

Service Type: Firewall or ADC, F5 BIG-IP is considered an ADC device

Device Type: Physical or Virtual, we use BIG-IP Virtual Edition in this lab

VMM Domain: If device type is virtual, select the VMM domain for this L4-L7 device, the VMM domain
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contains BIG-IP VE virtual machine

Mode: Single or HA, in this lab, only one BIG-IP VE, so select Single Node

Device Package: Drop down menu, pick the device package dcloud

Model: Choose Unknown(Manual) giving you flexibility to enter any F5 BIG-IP interface convention

Context Aware: Single Context device can be used by only 1 tenant; where Multi Context device can be
shared among multiple tenants. In the case of virtual, we will select single context

APIC to Device Management Connectivity: All management connections are out-of-band in this lab Cre-
dentials: F5 BIG-IP admin credentials

On the right-hand side of the wizard, in the Device 1, enter the following:
Management IP Address: 198.18.128.130

VM: Click the down arrow and select dcloud-DC/F5-BIG-IP
Management Port: https

Click the + to add a Device Interface:

Name: 1_1

VNIC: Network adapter 2

Click UPDATE to accept the Device Interface configuration.
Click the + to add 2" Device Interface:

Name: 1_2

VNIC: Network adapter 3

Click UPDATE to accept the Device Interface configuration.

Device 1
Mansgement IP 12 12 122 120 Management Port: httpa
Addreas:
Vh: dCloud-DC/F5-BIG-IP -« 7
Chaasia: -

Device Interfaces:

Namea WNIC Path (Only For Route Peerng)
1_1 Network adapter2
1.2 Network adapter 3

What did | configure?
Under Device 1, enter the BIG-IP VE management IP and management port of https (443)

Since this is a BIG-IP VE cluster, the VM field is visible and based on the VMM domain specified earlier,
pick the VM for this L4-L7 device.

Device Interfaces: specify the BIG-IP VE interface to be used in data plane. We are configuring physical
2-arm in this lab, two BIG-IP interfaces are specified in this cluster. Notice the interface naming is 1_1,
which is equivalent to interface 1.1 of BIG-IP. “_”
parameter value.

is used instead of “." is because APIC does not allow

. as
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Next part of the configuration is L4-L7 device cluster information.

By default, APIC will populate Device 1’s management IP as the Cluster Management IP. In this lab, since
we are going to use the iWorkflow to manage BIG-IP, the Cluster IP will be changed to the iWorkflow’s
IP. The device will eventually ignore this setting and it will use the Device Manager information configured
earlier to establish communication.

Management IP Address: 198.18.128.135
Management Port: https

Device Manager: common/dcloud-device-manager
Click the + to add the 15 Logical Interface:

Type: consumer

Name: External

Concrete Interface: bevicel/1_1

Click UPDATE to accept the consumer interface configuration.
Click the + to add the 2" Logical Interface:

Type: provider

Name: Internal

Concrete Interface: bevicel/1_2

Click UPDATE to accept the consumer interface configuration.

Cluster
Management IP 152 12 172 125 Management Port: https
Addreaa:

Device Manager: commonjds bud-device-manag - [g‘J

Cluster Interfaces:

Type Mame Concrete Interfaces
consumer External Devicel/1_1
provider Internal Devicel/M_2

Make sure all L4-L7 Devices parameters are entered correctly, click “NEXT”
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STEP 1 = General 1. General .

Please select device package and enter connectivity information.

General Device 1
Managed: = Management IP 1a5 13 122130 Managemsnt Port: hty
MNama: F§-BIG-IP Addraas: —
VM: dCloud-DS/FS5-EIG-IP - @
Servioe Typa: ADC -
Chaszaia: -
Device Type: WVIRTUAL
Device Interfaces:
VMM Domain: My-wSentar -« P
Name WNIC Path (Only For Route Pear
Wiewr @ Single Node 'HA Node 14 Nebwork adapter 2
' Cluster 1.2 Netwok adapter 3
Device Packsge: F§-Workflow-2.0-debbud « P
Modsl Unknown [Manual) .
Context famare: | Multiple Single
Cluster
Management IP 133 15 122,135 hanagemsnt Port: htt
Address: SE— —

Device Manager: common/fdelbud-device-manag « @

Cluster Interfaces:

o A Type Mame Concrete Interfaces
Connectivity _
cOnsUmer Extermnal Devicel/1_1
APIC to Device @ Qut-0fBand
Management . .
Eonnactivity: In-Band provider Internal Device/1_2
Credentials

Usernsme: admin

Paaaword: «ooon

Confirm Peasword: e

STEP2, Device Configuration. We would like to set up some basic information on the BIG-IP by choosing
the All Parameters tab.

Click > to expand the field Device Host Configuration and enter the following parameters and click UPDATE
to save the change:

Host Name: bigipl.dcloud.cisco.com
Click “FINISH”
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STEP 2 = Device Configuration 1. General 2.

Please enter values for device folder and parameters

B Device 1

Festures:

All

Basic Farameters All Parameters |

Foler/Param

HostC anfig
~ Host Mame

NTF Sernver

= Primary DNS IP Address

. Secondary NS IP Address

[

bigip1.c
I

=1 Syslog Server IP Address
' High#wvailability

b 1 WCMP Configuration
0 iaddlow Configuration

I o o o w3
i

B Cluster

PREYIOUS

Navigate to the newly created L4-L7 Device to verify its Configuration State is stable:

Tenants common ->L4-L7 Services -> L4-L7 Devices -> F5-BIG-IP

In the Work pane, ensure the Configuration State is stable, if the device is not stable, click the Faults tab
and ensure no faults or all the faults are in clearing state.
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ALL TENANTS | Add Tenant | Search

Tenant common

M Cuick Start

4 Ak Tenant common
» I ~pplication Frofiles
» I Netwotking
M 1417 Serice Parameters
» I Security Policies
» I Troubleshoot Policies
» I Monitoring Policies
4 W L4L7 Serices
» MM L4 L7 Serice Graph Templates
» I Router configurations
» I Function Profiles
4 W 417 Devices
|
] Imported Devices
» M Devices Selection Policies
» Il Deployed Graph Instances
» Il Deployed Devices
E Inband Management Configuration for |
» MM Device Managers

» I Chassis

o 2
General

Name

Context Awvare

Credentials

Uzername:

Paasword:

Managed:

Device Paddage:
Senvice Type:
Device Type:
Trunking Port:

Whitd Domain:

Function Type:

| common | F5 | infra | LAX | mamt

L4-L7 Devices - F5-BIG-IP

-

. F5-BIG-IP

F&-iWor kfl ow-2.0-dcloud
ADC

WIRTUAL

]

My Certer

: Single

GoThrough GoTo

admin

Gonfirm Paasword: i

o
Devices
Managemeant Managemeant
+ Name VM Mame vCenter Name Addmeas Part
Devicel F5-BIG-IP dCloud-DC 198.18.128.130 443
Cluster

Management Port: 443

Configuration State

Configuration Issues:

drass:
Device Manager:

Cluster Interfaces:

Mﬂ"ﬂuggef'“" 198.12.128.135

commonfde bud-device-manag « @

Devices State: stable

Type ~ Name Concrete Ints fa
consumer External Device/1_1]
provider Internal Device1/[1_2]

We now complete the configuration of the ACI L4-L7 device, and we will use this device when creating
L4-L7 Service Graph Template in the next step.

2.2.13 APIC - Export L4-L7 Device to Tenant

Export F5-BIG-IP L4-L7 device as a resource to another tenant where application profile is configured.
Right click on F5-BIG-IP, and select “Export L4-L7 Device”
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4 M L3-L7 Services Service Type:
» Ml L4L7 Service Graph Templates Device Type:
» I Router configurations Trunking Port:
» Il Function Profiles VM Domain:
4 M L4317 Devices Context Aware:

T

1 . .
> Imported Devices @ Re-Query For Dewvice Statistics

» Ml Devices Selection Policies (4] Re-Query For Device Health
» M Deploved Graph Instances [#] Re-Query For Device “alidation
» M Deploved Devices Delete

E Inband Management Configura

» Ml Device Managers

» I Chassis Post

Drop down and select tenant “SJC”, the “SUBMIT”

Export L4-L7 D

Choose a tenant to export

Tenant: S1C - 3

Description:

SUEBMIT | CANCEL
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ALL TENANTS | Add Tenant | Search: [EllE

Tenant common

M Quick Start

4 A Tenant common
» M Application Profiles o i

» I Networking
B 1417 Service Parameters
» MW Scourity Policies F5-BIG-IP True VIRTUAL ADC FS 198.128.128 1356

« Gluatar Nama Managed Devka Type Senvce Type vendor Mgmt I

» I Troubleshoot Policies
» I Monitoring Policies
4 W L4L7 Services
» M L3417 Service Graph Templates
» Ml Router configurations
» I Function Profiles
[

» 2 Fs-Blo-IP

2.2.14 APIC - Create L4-L7 Service Graph Templates

An APIC L4-L7 Service Graph Template is an abstract object allowing L4-L7 configuration build into ACI
policy model. In this step, you will create a service graph template and add L4-L7 device you created in the
previous step, then select the WEB service function for this graph.

Go to Tenant SJC by typing “SJC” in the Tenant search box

SIC

Tenart SJC
CA-LT Ue

To create a new Service Graph Template, click the following in the navigation pane:

Tenants SJC -> L4-L7 Services -> L4-L7 Service Graph Template

In the Work pane:
ACTIONS -> Create L4-L7 Service Graph Template

Tenant | Search common | FS | infra | L&

Te

M Quid Start
A Tenant SJC 0
3 Application Profiles

» I Networking
B 1417 Service Parameters

L4-L7 Service Graph Templates

G
o+

~ Mame Function Nodes Deacnption

» I Security Policies Mo items hawe been found.
» M Monitoring Policies

In the new window, enter the following:

Graph Name: WEB

» BB Troubleshoot Folicies Select Actions to create a new item,
. M L4 L7 Service Graph Templates @
Graph Type: Create a New One (should be the default)
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Now, drag the Device Clusters to the right side of the window into the graph. You should be able to place
the Node “SJC/F5-BIG-IP (Imported Managed)” between the Consumer EPG and the Provider EPG.

When this graph template is deployed, the traffic will be redirected to the F5 BIG-IP of this device cluster
automatically by Cisco ACI.

Double click the word N1 under the Node to change the name to ADC.

Under F5-BIG-IP Information, click the Two-Arm option for this graph.

Select the Profile: F5-iWorkflow-2.0—dcloud/WEB <- this coming from the F5 device package
This is WEB application template that we created earlier.

Click “SUBMIT”

Create L4-L7 Service Graph Template

Drag device clusters to create graph nodes. 1
O .. Graph Type: @ Create A New One ' Clone An Existing One
o swcType: LoadBalancer 2
¥ SJCIFS-BIG-IP (Imported Managed) Consumer
[ C < P
~— F&-BIG-IP
3 ® 4
ADC
Please drag a device from devices table and drop it here to create a service node.
F5-BIG-IP Infonmation
ADC: @ Tuwo-Arm One-Arm
5 Profile: FS-Workllow-2.0-delbudWEB  « [

Route Redirect: |

2.2.15 APIC - Deploy the Service Graph (EPG and Contract selection)

The new ADC L4-L7 Service Graph Template is now created and we are ready to deploy the BIG-IP with
the pre-created web and app EPG.

In this step, we are deploying WEB graph, connecting between the web tier and the app tier. Inside contract
between the web and app EPG, we will assign the service graph template created in the previous step, this
will provide F5 BIG-IP ADC functionality to APP tier.

To deploy the service graph, click the following in the Navigation pane of your tenant:
Tenants SJC -> L4-L7 Services -> L4-L7 Service Graph Template

Select the Service Graph Template you just created from the Work pane. Right click and choose the option
to

Apply L4-L7 Service Graph Template
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Tenart SJC

M Cuick Start
A Tenant SJC

» Il ~Application Frofiles
» MW Networking
M L9417 Service Parameters
» Ml Security Policies
» M Troubleshoot Policies
» M hionitoring Policies

4 M L4L7 Sewice Graph Templates

» M@ Router configurations
» M Function Profiles

» Bl L4L7 Devices

» M Imported Devices

» Il Cevices Selection Policies

[X]
B

» M8 Deployed Graph Instances

L4-L7 Service Graph Templ:

&

Consumer

Edit L4-L7 Service Graph Template

Deleta
Remowve Relsted Objects Of Graph Template
Save as ...

Post ...

In the new window, you will have the ability to choose which EPGs the Service Graph will be inserted in

between.

Select the following for the EPG information:

Consumer EPG / External Network: sJC/Appl/epg-web

Provider EPG / External Network: SJC/Appl/epg-app

Under Contract Information, use the option to create a new Contract:

Create a New Contract: SELECTED
Contract Name: web2app-contract

No Filter (Allow All Traffic): CHECKED
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Apply L4-L7 Service Graph Template To EPGs

STEP 1 » Contract 1. ¢

Config A Contract Between EPGs

EFGs Information
Conaumer EPG J External Network SJGfApp1/apg-web - P I Provider EPG J Intarnal Network: SJC/Applfepg-app - P I <5l
Contract Informati
Contract: @ Create A New Contract I (' Choose An Existing Contract Subject
I Contract Mame: wsbZapp-contract I

INo Filter (Allow All Traffic): = I

Click NEXT to continue to the next screen.

2.2.16 APIC - Deploy the Service Graph (Connectivity to Fabric)
A new window to apply the service graph template will now appear. This window will show the Service
Graph Template that you created earlier.

In addition to the Service Graph Template, there are some options that need to be selected to deploy
the BIG-IP with a Service Graph. Under the SJC/WEB Information, you need to choose the appropriate
connector information:

Under the Connector, choose the following:
Type: General

BD: sJc/sJCBDWeb

Cluster Interface: External

We use the External interface for the communication between the BIG-IP and the Web servers. The Web
servers belong to Web EPG, which tied to the SUCBDWeb Bridge Domain.

Type: General
BD: sJC/SJCBDApp
Cluster Interface: internal

We use the Internal interface for the communication between the BIG-IP and the App servers. The App
servers belong to App EPG, which tied to the SUCBDApp Bridge Domain.

Click NEXT to continue to the next screen.
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Apply L4-L7 Service Graph Template To EFGs

STER 2 = Graph 1. Contract 2. Graph E

Config A Service Graph

Device Clusters Graph Tsmplsts: SJGHNER - @
o +r Consumer

N

/ \
d sveType: LoadBalancer | E.PGt :\ c 'E F =

\ &Y/
P SJCIFS-BIG-IP (Imported Managed) — F5-BIG-IP

ek
®
ADC

F5-BIG-IP Information
ADC: two-arm
Frofile: WEB

Folicy based
Routing:
Ceonsumer Connector

false

Type: @ General (_ Route Peering
BD: SJC/SJCEDWab -« @

ED that oo nneots the Consumer EFG
Cluster Interface: Extsrnal - @

Provider Connector

Type: @ General _ Route Peering

ED: SUG/SJCEDApp - @
ED that oo nnecta the Frowuder EFG

Cluatsr Imerface: Intsrnal - @

PREYIO!

2.2.17 APIC - Deploy the Service Graph (BIG-IP Parameters)

A new window for the BIG-IP parameters will now appear. In this window, you will have the ability to modify
the parameters to be deployed to the BIG-IP. Let us modify some parameters to push the Service Graph
into the BIG-IP.

Under Feature, it should be selected All. Parameters should be All Parameters.

2.2. Deploy Service Graph using F5 iApps in Cisco ACI with F5 iWorkflow 53



F5 Private Cloud Solutions Documentation

Apply LA-L7 Service Graph Template To EPGs

STEP 3 = F&-BIG-IP Parameters

config parameters for the selected device

Frofile Name:  WEB

Festures: Required Parameters All Parameters |
Al .

[ 4 = Function Config Function
O < 7 wes WEB-Default
O 4 3 Pool Members pool__Members
U 4 I Member member
U = IPAddress IPAddress
O E_EAddress pool__addr

Once you click the All Parameters tab, the folder and parameters will appear. To edit the parameter, you
need to expand the parameter by clicking the > and double the field to change the parameter’s name and
value. Let us edit the following parameters:

Under Device Config

Press > to expand the Network configuration folder

Press > to expand the folder ExternalSelfIP

Double click the parameter Enable Floating? and select No as the value

Click UPDATE to apply

Double click the parameter External Self IP Address and enter 10.10.10.130 as the value
Click UPDATE to apply

Double click the parameter External Self IP Netmask and enter 255.255.255.0 as the value
Click UPDATE to apply

Double click the parameter Port Lockdown and select Default as the value

Click UPDATE to apply

Press > to expand the folder InternalSelfIP

Double click the parameter Enable Floating? and select No as the value

Click UPDATE to apply

Double click the parameter Internal Self IP Address and enter 192.168.10.130 as the value
Click UPDATE to apply

Double click the parameter Internal Self IP Netmask and enter 255.255.255.0 as the value
Click UPDATE to apply

Double click the parameter Port Lockdown and select Default as the value
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Click UPDATE to apply

Required Parameters
Foer/Param Mame Value
[ 4 3 Device Config Device
H 4 3 Network Netwo ik
- —_1 External SelflP ExternalSelflP
’:’j. Enable Floating™ Floating NO
%) E_ External Self IP SelflPAddress 10.10.10.130
E_ Fort Lockdown Portlockdown DEFAULT
'::' Self IP Netmask SelflPNetmask 2662562550
A __E InternalSelflP InternalSelflF
*’._5' Enable Floating™ Floating N
_':d:, Internal Self IP Address SelflPAddress 192.168.10.130
F'g Internal Self IP Netmask SelflPNetmask 2652552550
ﬁ_ Fort Lockdown P ortLodod own DEFAULT

Device config is BIG-IP device level configuration, like self-IP and default route. Resource configured in the
device config will be used by Function Config

Assign Device Config “Network” to Function Config “NetworkRelation”

Note: It is extremely important to assign Network to NetworkRelation, fail to perform this step will result in
graph deployment failure, as there will not be any network resource associated with the graph

4 '3 Function Canfig Function
4 —_! MNetwokRelation HetwarkR elation
= Select Network NetwokR el Network

The above step associates the network information under device config to the BIG-IP virtual server.
Apply at deployment WEB service graph configuration under Function Config
Press > to expand the WEB configuration folder

Double click on the name and delete Default

Click UPDATE to apply

Press > to expand the Pool Members folder

Press > to expand the Member folder

Double click to enter value into the IPAddress field: 192.168.10.150

Click UPDATE to apply

Back to the WEB configuration folder

Double click to enter value into the Address field (pool__addr): 10.10.10.100
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Click UPDATE to apply

Double click the parameter Port field (pool__port): 80

Click UPDATE to apply

+|
& Bl & & @ [

4 _1: WIER

4 ¥ Pool Members

= —'_ hember

= IPAddress
- Address
- Port

Im iull

WEB

pool___Members

member
IFAddress
pool__addr
pool___port

192 168.10.150
10.10.10.100

a0

Function config is BIG-IP virtual server level configuration. We define the WEB service catalog parameters
here, as well as associating the device level network config to this virtual server.

Make sure both the device config and function config are correct

Device Config

|:|A__i.

a

-
O0OKAARMAREEERME XD

Function Config

Device Config

— Network

4 ¥ ExternalSelfIP

. Enable Floating™
External Self IP
Fort Lockdown
Self IP Netmask

ii.“. |j.'|.|l .1'!5 lﬂ.‘l

4 ' InternalSelflP

Enable Floating™
Internal Self IP Address
Internal Self IP Netmask

Fort Lodkd own

ke S ]

» . Route

» ) SNAT Pool

Levice
Netwok
ExternalselflP
Floating
SelflPAddress
Fortlockdown
SelflIPMNetmask
InternalSelflP
Floating
SelflPAddress
SelflIPNetmask
Portlockdown

NO
10.10.10.130
DEFAULT

NO
192.168.10.130
255.2585.255.0
DEFAULT
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M 4 —:1' Function Config Function
M 4 3 NetworkRelation NetworkRelation
% = Select Network NetwarkRel Netwok
B 4 3 weB WEB
= 4 ¥ Pool Members pool__Members
M 4 3 Member member
= = IPAddress IPAddress 192.162.10.150
= = Address pool__addr 10.10.10.100
= = Port pool__port 20

Click “FINISH” to deploy the graph

Apply L4-L7 Service Graph Template To EPGs

STEF 3 = F3-BIG-IP Parameters 1. Contract 2. Graph g

config parameters for the selected device

Profile Name:  WEE @

Features: Required Parameters
Fokder/Param Apply To Specic Devis
Al 0 4 {l Device Config Device

=] » Jl Hetwork Netiuo fic
[ 4 J Functien Config Function
B 4 3 NetwokRelation NetwordRelation
M E_ Select Network MetmokR el MNetwo ik
B 4 2 wes WEB
=] Fl _:! Pool Members pool__Mambers

= 4 3 Member member
M g IPAddress |IPAddress 192.168.10.150
= 2! Address pool__addr 10.10.10.100
M gf Port pool__port 20

RED indicators parameters needed to be updated and GREEHN indicates parametears will be summitted to the provider EPG.

PREVIOI

2.2.18 APIC - Verifying WEB application deployment

APIC: Verifying the service graph deployment
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You can now verify if APIC has deployed the service graph correctly. First, navigate the following:
Tenant SJC -> L4-L7 Services -> Deployed Graph Instances

You should be able to see a screen similar to the following. The State should say “applied”

ALL TENANTS | Add Tenant | Search: ECIREIUER=CE-CS | SJC | ecommaon | FS | infra | Lo

Tenant SJC

Deployed Graph Instances

M Quick Start
4 A Tenant SJC
» Ml ~pplication Profiles O i
» Il Networking
SanNee GFEPI'I Contract Contalned EY
Ml L4L7 Service Parameters
. . WEB wieb2app-contract Tenant SJC
» Ml Scecurity Policies

» M@ Troubleshoot Policies
» Il tonitoring Policies
4 Ml L4L7 Services
» Ml L3417 Service Graph Templates
» I Router configurations
» Il Function Profiles
» Il L4LT Devices
» Ml Imported Devices
» Ml Devices Selection Policies 1

. im Deployed Graph Instances

F N webZapp-contractWEB-SJC

Tenant SJC -> L4-L7 Services -> Deployed Devices

You should be able to see a screen similar to the following. The State should say “allocated”

Tenant S.JC

Deployed Devices
M Cuidk Start

4 & Tenant SJC
» M@ Application Profiles

(o3 4
» Il Networking
M L3417 Service Parameters + Devke Name VRF
» Ml Security Policies F5-BIG-IP

SJCetet
» I Troubleshoot Policies

» [ tonitoring Policies
4 M L4LT Services
b Ml 1417 Service Graph Templates
» I Router configurations
» Il Function Profiles
b Ml L4-L7 Devices
» M Imported Devices

» Ml Devices Selection Policies [
» Ml Deployed Graph Instances
. I » Ml Deployed Devices I

Make sure there is no faults to the deployment:
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Tenart §JC [-] ) ) RN .
Virtual Device - F&-BIG-IP-SJCchl

M Cuick Start
4 A Tenant SJC

» Il Application Profiles

App on ofile: O i 100
» Il Networking
MW L3417 Service Parameters v Severty Azknowledged  Gode Cauas Cmatian Time Laat Tranatton

Affectad Objppct

Operz

Qo Secatty Pollces Mo iterns have been found,
» I Troubleshoot Policies

» I tionitoring Policies

4 M LALT Ser
a7
I Router configurations

ce Graph Templates

I Function Profiles
M L4L7 Devices
M imported Devices
M Devices Selection Policies |
M Deployed Graph Instances
4 M Deployed Devices
4 N* F8-BIG-IP-SJCebet
M BGF Device Configuration
M OSPF Device Configuration
“* webZapp-contractEB-SJC

& Inband Management Configuration for

2.2.19 iWorkflow — Verifying the template deployment
Once the service graph is deployed in Cisco APIC, administrator can also view application status in F5
iWorkflow.

Log into the F5 iWorkflow 198.18.128.135 with the following username and password from the web browser
(if the previous session has timed out):

iWorkflow: https://198.18.128.135

Username: admin

Password: C1sco012345

Under the iWorkflow Cloud and Services. In the Work pane, under:
Services: graph deployment status

Tenant: APIC tenant information

Nodes: pool members information

Notice the graph is “unhealthy” because no servers are available to the BIG-IP virtual server. This is
expected because dCloud only validate control plane, as a result, BIG-IP data plane validation to the servers
failed.
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fs iWorkflow Clouds and Services  BIG-IP Connectivity — BIG-IPHA  Systemn Settings

Qitems total 1 item total 1 itermn total 1 item total
192.168.10.150%2848:80 @ ~apic-5)C-5)Cetx1-13097~WE .. apic-5/C-5)
GEMERATED | ~apic- §JC S Cetul- 130974, apic 5JC 5 Cetxl-13097

active member cnt: 0
clientside-bitsin: 0

Tenants:

Tenants Tenant Properties

Tenant Properties
1 item total

apic-S)C-SJCarx1-132097 Name apic- §JC-§)Cetil- 13097

Description Created by APIC device package

Awailable Clouds dcloud LANE AL

Contact Info
Address
Phone

Ernail

Services

Notices “Customize Application Template” contains the fields visible in APIC. User input the values from
APIC.

60 Chapter 2. Class 2: Deploying Cisco APIC with F5 iWorkflow and BIG-IP



F5 Private Cloud Solutions Documentation

~apic-S|C-S)Cetx1-13097-WEB-ADC-453

Froperties Statistics

C-SJCax1-13097~W... i
7 General Properties

adive member at:0

dientsid e-bits in:0

Marne ~apic §C 5 Cotwl-13097-WEE- AD C 45347 app~WEB- ADC 45347
Status Application Service unhealthy: unavailable

Application Type WEE

Cloud dcloud

Custormize Application Template

Pool Port 80

Poal Addr 1010101 00%2348

Ipaddress

Pool Members
192.168.10.150%2348

In case Customize Application Template is empty, please check back in a few minutes until the resource is
refresh

allllllla

Americas Headquarters Asia Pacific Headquarters Europe Headquarters

Cisco Systems, Inc. Cisco Systems (USA) Pte. Ltd. Cisco Systems International BV Amsterdam,
San Jose, CA Singapore The Netherlands

Cisco has more than 200 offices worldwide. Addresses, phone numbers, and fax numbers are listed on the Cisco Website at www.cisco.com/go/offices.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the US. and other countries. To view a list of Cisco trademarks, go
to this URL: www.cisco.com/go/trademarks. Third party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply
a partnership relationship between Cisco and any other company. (1110R)

Nodes:
This the member IP entered through APIC.
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Nodes 192.168.10.150%2848:80
Properties Statistics
1 Iter total
A 192 168.10.150%2848:80 _
AR IR R E=r 2Vl General Propetties
Cloud dcloud
Status i
Server Address 192.168.10.150%2848
Properties
Instance State GENERATED

2.2.20 BIG-IP - Verifying Application Services (Virtual Server) deployment

Log into the F5 BIG-IP 198.18.128.130 with the following username and password from the web browser
(if the previous session has timed out):

BIG-IP: https://198.18.128.130

Username: admin

Password: C1sco12345

On the Main menu, click Local Traffic -> Network Map. Then on the top right corner, next to the Log out
button, click the drop down to select the newly created Partition (please note that this reflects the APIC
Virtual Device ID):
GERUUERS Common

- . ' - " T "
OHNLINE (ACTIVE) api JC
5 Standalone Al [Read Only

Once you are in the partition, click Local Traffic -> Network Map. You should be able to see the virtual server
is configured along with its pool and pool members.
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J OHLINE (ACTIVE)
| Standalone

Local Traffic » Network Map

™~ MNetworkmap

T
@ il |Status

[Any Status ¥ | Type All Types v Search e | Search iRule
@ DNS | Show Summary || Update Map |
@ Lacal Traffic Local Traffic Network Map
Metwark Map @ WEB-ADC-45347_vs

@ WEB-ADC-45347_pool
@ 192.168.10.150%2848:80

Virtual Servers

Folicies

On the right Navigation menu, click the Local Traffic -> Virtual Servers and you should be able to see the
brief Virtual IP information. You can see that the VIP is currently listening on HTTP port 80.

The number (in this example, 2848) after the % mark represents the route domain (RD) number. There will
be a RD number assign to each APIC partition, which equivalent to an ACI L3 VRF. This allows BIG-IP to
provide multi-tenancy support in ACI environment.

| OHLINE (ACTIVE)
| standalone

Local Traffic »» Virtual Servers : Virtual Server List

% - | Vinual Server List | Virtual Addres

&4 IApps
r B ||search|
@ DNS [v] | [~| Status ‘ « Name ‘ = Application ’é Destination < Service Port I = Type | Resources J < Partition f P
)] @ WEB-ADC-45347_vs WEB-ADC-45347 10.10.10.1 Dl%zsas 80 (HTTP) Standard  Edit apic-SJC-5JC

@ Local Traffic

| Enable || Disable || Delete..

Metwork Map

| Virtual Servers |

In the Virtual Server List, click the Name in the hyperlink and you will see the Property of the Virtual Server
with more detailed information. The configured the parameters will appear here.
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Main
'td Statistics
E iApps
@ DNS

%’:‘] Local Traffic

Metwork Map
Virtual Servers
Policies
Profiles
iRules
Pools
Modes
Manitors
Trafiic Class

Address Translation

Local Traffic » Virtual Servers : Virtual Server List ;» WEB-ADC-45347 _vs

o~

Propetties Resources Security « | Statistics

Source Address
Destination AddressiMask

Service Paort

Motify Status to Virtual Address
Availability
Syncookie Status

State

Click on “Resource”, notice the pool name being used

General Properties
MName WEB-ADC-45347 _vs
Application WEB-ADC-45347
Parition i Path apic-SJC-8JCct1-1 3097 WWEB-ADC-45347 app
Description | vedescH
Type ' Standard v

| 0.0.0.0%284840 |

1 10.10.10.100%2848 |

80 HTTP v

|+

¢ Offline (Enahled) - The children pool member(s)
Off

'Enabled ¥

Local Traffic »» Virtual Servers : Virtual Server List »» WEB-ADC-45347 vs

% ~ Properties

Resources Security
|

= | Statistics

Load Balancing

Default Poaol

WEB-ADC-45347_pool ¥ |

Default Persistence Profile ' cookie v |

Fallhack Persistence Profile

| Update |

Click Local Traffic -> Pools and you should see the brief information of the real server pool information:

‘source_addr ¥ |
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Local Traffic »» Pools : Pool List »» WEB-ADC-45347_pool

¢ -~ | Properties Memhers Statistics

Load Balancing

@ DNS Load Balancing Method | Round Rahin

Priority Group Activation ‘Disabled v

Update |

%ﬂ Local Traffic

Metwark Map
Virtual Servers
Current Members
Policies v | Status  + Member « Address
Frofiles Q 192 168.10.150%25848:80 192.168.10.150% 28
iRules

' Enable | Disable || Force Offline || Remove

Go back to the Navigation pane and click the iApps -> Application Services. Notice the name of the Appli-
cation Services is same as the Services name in iWorkflow.

Template is the iApps template that associated with this application service

Partition/Path is the APIC created partition and the name of the application service

OHLINE (ACTIVE)
5 Standalone

iApps » Application Services : Applications

E Statistics £+ -~  Application Service List

1
@ inpps

Application Services | |search |
|~ Name <= Template Template validi < Patition P

Templates | A 4 4 tyf
. 0 WEB-ADC-45347 | appsves_integration_v1.0_001 apic-5JC-5.JC
:

F5 iWorkflow service name
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~apIc-5)C-5)Cctx1-13097~WEB-ADC-453 .

Properties Statistics

General Properties

Marne ~apic-5|C 5 Catx1- 13097 WEB- ADC- 45347 app 'WEEB ADC 45347

Click the application service name will direct to the Application Services Components. By using iApps
template, you can configure a full features virtual server by specifying customized parameters exposed to
APIC. Only the highlighted ones are entered by APIC, the rest of the virtual servers features are built inside
the iApps template.

iApps » Application Services : Applications :» WEB-ADC-45347

Properties Reconfigure Components

o -

Name Availability Type
3 =BIG-P
B[ JWEB-ADC-45347 Application S
= d [ WWEB-ADC-45347 _vs QP Offline Wirtual Serve
3 JJWEB-4DC-45347_pool @ oriine Pool

(Mt
3 (1192.168.10.150%2848:50

Monitor

D ottine Paal Member

@ Unknown Mode

[ ]192.168.10.150%2848

Profile
Yirtual Addre

source_addr
10.10.10.100%2545

cookie Virtual Serve
(S WEB-ADC-45347 _http Profile
[ tep-wan-optimized Profile
Dtcp-lan-nptirnized Profile
D oneconnect Profile
D httpcompression Profile
= & publish_stats icall_periodic
publish_stats ical_script

Network -> Self IP configuration from APIC
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Network » Self IPs
7t + | SelfIP List

= Statistics
@4 IApps

[ ||5earch|

@ DNS @|¢ Name |¢Applicatinn < IP Address = Netmask ’#VLANITunneI < Traffic Grou
] apit-SJC-SJCehe1-13097 _Network_ExternalSelflP 10.10.10.130%2848 2566.255.255.0 [apic-13097_49154 traffic-group-Ic

Local Traffi

@ MEpLT || apic-8JC-5JCchba-13097_MNetwork_InternalSelfiP 192.168.10.130%2848 255.255.255.0 apic-13087_49155 traffic-group-Ic
I

@ Acceleration | Delete... |

~—— Device Management

Interfaces

Routes

| seliips |

VLAN information imported from APIC:

I Main Network »» VLANs : VLAN List

E—j Statistics
in
@ i i ||search|

-~ | YLAN List YLAN Groups

@ DNS @|-Name < Application | © Tag  Untagged Interfaces | Tagged Interfs
) apic-13087_49154 1168 11

G Local Traffic () apic-13097_49155 Ju iz

@ Acceleration | Delete... |

—
Device Management
U Security

Ié Network

Interfaces

Routes
SelfIPs
Packet Filters
Trunks
Tunnels

Route Domains

| WLANS |

Same VLAN tags are being assigned in APIC

2.2. Deploy Service Graph using F5 iApps in Cisco ACI with F5 iWorkflow 67



F5 Private Cloud Solutions Documentation

Tenart SJC

» Il Security Policies
» M Troubleshoot Policies
» M ronitoring Policies

ice Graph Templates
» I Router configurations

» MM Function Profiles

» M L4L7 Devices

» M Imported Devices

» M Devices Selection Policies I

I 4 Ml Deployed Graph Instances I

4 N web2app-contractWEB-SJC
& Function Node - ADC

This concludes Scenario 1 “Deploy Service Graphs in Cisco ACI using F5 iWorkflow” lab.

Cluster Interfaces:

Function Connectors:

Function Node - ADC

0 Application Profiles
S 4
» Il Networking
M L4L7 Service Farameters PrOper’[leS

Name: ADC

Function Type: GoTo

Devices: common/FS-BI1G-1P

-~ Nams ~ Concee Intafaces
External Devicel/[1_1]
Intemal Devicel/[1_2]

« Name Encap Claza ID
consumer vlan-1168 48154
provider vlan-1001 49155

Folders And Parameters

2.3 Modify L4 — L7 deployed graph parameters

User can modify deployed graph parameters, only parameters mark “Tenant Editable” in iWorkflow can be
changed in APIC. Once a graph is deployed, user need to go under Application Profiles / EPG level in order
to make changes to deployed graph parameters. The deployed graph parameters reside under the provider
EPG, in this case, it is the app EPG.

Go to APIC Tenant SJC -> Application Profiles -> App1 -> Application EPGs -> EPG app -> L4-L7 Service

Parameters, click the pen button:

Tenant 5JC

M Cuide Start
4 A Tenant SJC
4 N -

lication Frofiles

4 M ~pplication EFGs
|4 O EFGapp |
M Domains (Whis and Bare-hd
» Ml Static Forts
M static Leafs
» Il Fiber Channel (Paths)
W Contracts
M ciatic EndPoint
» Il Subnets
M L7 Virtual IPs
M L4L7 IF Address Poaol

Select the following:

Ml L4L7 Service Parameters

L4-L7 Service Parameters

-~ Seamh By Name
e V4 @ Value:

Meta Folden'Paam Key

Contract Mame

Senke 3raph Mams

Senke Function

» I Network
» I NetwokRelation
» I wWEB

Contract Name: sJC/web2app-contract

Graph Name: sJC/WEB
Node Name: ADC

webZapp-contract
web2app-contract
web2app-contract

WEB
WEB
WEB
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Then click “All Parameters”

Edit L4-L7 Service Parameters

Click row to edit value

Contract Name: SJCfwebZapp-contract

Graph Name: SCANVEER

MNode Nama: ADC

Features and Parameters

Festures:

Basic Farameters

Foder/Param

Basic Parameters All Parameters

Folder/Param

[X]
B = » wEB

All Parameters

MNams Value

Levice

Nehmark
Function
NetmokRelation
WEB

Expand weB folder, double click on pool__port, change the value from 80 to 8080, then “UPDATE”

Appl To Spechc

Devize

4 3. pevice Canfig
b Nebwork
4 3 Function Config
b NetwomkRelation
¢ — . Pool Members

= Address

3¢ I XX X X X E3
 RIRRRMDMD

Then “SUBMIT”

=1 Port pool__port

Device

N etwa ke
Function
MNetmwodkRelation
WEB

s030

LUFDATE

RESET I CANCEL

10.10.10.100

2.3. Modify L4 — L7 deployed graph parameters
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Edit L4-L7 Service Parameters

Click row to edit value

Contract Mame: SJCfwebZapp-contract - @
Graph Mame: SUCAWEB - @
MNods Nams: ADC - @

Features and Parameters

Basic Parameters All Farameters

Features:
FoMarnPamam :;25::‘:3 Gpecifo
H 4 3 Device Config Device
BB » 1 Netnor Netmo i
/] 4 3 Function Config Function
B = » 1 NetwokRelation NetwokRelation
Bl & 4 9 wEeB WEB
[ =] b . Pool Members pool__Members
EH & =° Address pool__addr 10.10.10.100
x| =1 Port pool__port 2030

SHOW USAGE || SUBMIT CANCEL

Notice on iWorkflow, under Services, the port value is updated to 8080
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~apic-SJC-S)Cctx1-13097~WEB-ADC-453...

Properties Statistics
1 Iterntotal

= ~apic-5)C-5)Caxl-13097 W
apic—fdl;!-]b:ll:n:tjﬂ-'l zil:ng:r General Properties

acive member ait:0
dientside-bits in: 0

Mame ~apic-5)C 5/ Catx1-13097-WEE ADC 45347, app~WEE AD C 45347
Status Application Service unhealthy: unavailable, Application Service is
Application Type WEE

Cloud dcloud

Custornize Application Ternplate
Poal Addr 10.10.10.100%:2848
Ipaddress

Pool Members
192.162.10.150%2348

BIG-IP virtual server reflects the same configuration update

J OHLIHE (ACTIVE)
I Standalone

Local Traffic » Virtual Servers : Virtual Server List

& ~  Virtual ServerList | Virtual Address

ist | Statistics

| search|

@ DNS |||~ | Status  « Name

< Application

< Destination

O @  WEB-ADC-45347_vs

WEB-ADC-45347 10.10.10.100°

@ Local Traffic

| Enable || Disable || Delete..

Metwark Map

Virtual Servers

This concludes Scenario 2 “Modify L4 — L7 deployed graph parameters” lab.
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2.4 Remove APIC Service Graph

2.4.1 APIC — Remove Only Service Graph Deployment

The easiest way to remove a service graph deployment, which is same as removing virtual server from
the BIG-IP, yet remain all the EPG and device selection policy parameters for easy re-deployment is to
un-associate a service graph under the contract subject.

Go to the contract subject by clicking the following:

Tenants SJC -> Security Policies -> Contracts -> web2app-contract -> Subject

Move the mouse to Service Graph and hover near the drop-down menu, you will see “X”, click “X” and graph
will be removed from contract subject:

Tenart SJC

Quick S
Application Frofiles
» Ml Hetworking
Ml 417 Serice Parameters O 1‘-
4 I Security Policies ik

4 W Contracts

4 & web2app-contract

Contract Subject - Subject

Fropery
Mame: Subject
Description: “ptional
» M Taboo Contracts

» orted Co CE T =
- Imported Contracts Apply Both Directions: true

> ilters
M Filters Reverse Filter Ports: [

* M Troubleshoot Policies Filters:

» M Monitoring Policies

» I L4-L7 Services 4 hame

default

Service Graph: SJC/WEE D@

QoS Claa: Unapecified -

Target DSCP: Unapecifisd -
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Click “X”, the service graph SJC/WEB will disappear:

Service Graph: | -
QoS Clas: Unapscifisd -
Target DSCP: Unapecified -
Click “SUBMIT”
Service Graph: | -
QoS Cleaa: Unapecified -
Target DSCP: Unapecified -

Notice iWorkflow: Tenant, Service and Node are empty:

Tenants

0 Items total 0 Items total 0 Items total

BIG-IP, the partition is removed, including all virtual servers and network related configurations:

Partition:

Common

All [Read Only]

2.4.2 APIC - Re-deploy Service Graph

In order to re-deploy the same graph, simply go to contract subject and re-associate SUC/WEB under
Service Graph:
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Tenart SJC

M Cuick Start

AE Tanant SJC

» I ~pplication Profiles
» Il Networding
M L7 Service Parameters

4 Il Security Policies
M Contracks

4 &5 webZapp-contract

» Il Taboo Contracts

» M \mported Contracts

* I Filters
* Il Troubleshoot Policies
» Il Monitoring Policies
¢ Il L4-L7 Services

Click “SUBMIT”

Contract Subject - Subject

o ¥

Froperty

Mame: Subject

Description: | optional

Apply Both Directions: true
Reverse Filter Parts: [+

Filters:

Mamea

default

Sarvice Graph: pelkct & valus

QoS Sleaa: SJICAVEBR

Target DSCP: Unapecified -
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Service Graph?| §.)CWEE « [P
QoS Clss: Unapecified -
Target DSCP: Unapscified -

You will see the Application Service is redeployed in iWorkflow and BIG-IP

Tenants

1 Item total 1 Item total 1 Iterm total

apic-5JC-5JCax1-51597 192.168.10.150%2729:80 @ ~apic-SJC-5)Caxl--

GEMERATED | ~apic S)C 5)Ca1-51 597w, apic 5 G S|Ca1-51 597
acie member at:0
dientside-bits in:0

SRV apic-SJC-SJCctx1-51597 v |

Local Traffic :» Virtual Servers : Virtual Server List

¥ -~  Vitual ServerList | Virtual Address List | Statistics
I

* |search

(v | |~| Status | « Mame | = Application = Destination < Service F‘urt‘ = Type I Resources I < Partition ! Path

[ 9 'WEB-ADC-4852_vs WEB-ADC-4852 101010100% 2729 8080 Standard Edit. apic-5JC-SJCet1-5

| Enable || Disable | Delete... |

Notice the tenant VID, graph ID and the RD values are different from previous deployment.

2.4.3 APIC - Remove all graph associated objects

If you want to clean up all the related objects of the deployed graph template, go to:

Tenants SJC ->L4-L7 Services -> L4-L7 Service Graph Templates, right click on the graph template WEB,
then select

“Removed Related Objects of Graph Template”
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Tenart SJC

L4-L7 Service Graph Tem,

M Cuick Start

A Tenant SJC

» Il ~Application Frofiles
» MW Networking
M L4417 Service Parameters
» Ml Seccurity Policies
» M Troubleshoot Policies
» M tionitoring Policies

4 I LAL7 Senvices

4 Ml L4L7 Service Graph Templates

Consumer

e' Ppply L4L7 Service Graph Template

* BB Router configurations
» BB Function Profiles Edit L4-L7 Service Graph Template

» Bl L4L7 Devices Bl Delete
» B Imporied Devices
» Ml Devices Selection Policies “ Save as ...

» I Deployed Graph Instances Past ...

Select:

Contract: web2app-contract

Provider EPF: App1/app

Radio button: “remove both contracts and relations to the EPGs”
Check box:

Remove related EPF parameters <- this will remove all L4-L7 parameters of this particular con-
tract/graph/node under EPG

Remvoe related device selection policies <- this will remove connectivity policy of this particular con-
tract/graph/node

Click “SUBMIT”
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Remove Related Objects Of Graph Template

Please check Contract, EPG Parameters and Device Selection Policies to remove

Graph Template Nam

e: WEE
Contract webZapp-tontract -
Providar EPG [ Intarnal Network: Applfapp -

Contract: ' Keap both contract and relations to the EPGs

@ Remowve both contract and relations to the EFPGs

O Keep contract and remowve relations to the EFGs

Remaoue contractwill vot remoue e eipored contact vk races awd contract e maces
lations o the EPGE. Users haxe © manally remowe those objects.

Remove Related EP& Parameters: E
Remove Related Device Selection
election =

SUBMIT CANCEL

Notice on APIC:
EPG app: related L4-L7 Services Parameters are removed

Related Devices Selection Policies is removed

Related contract is removed

L4-L7 Service Parameters
M Quic Start ~

4 A TenantsJC O ,
4 I pplication Profiles
4 & Appi
4 M ~pplication EPGs
A G EFG app

M Domains (Whis and Bare-hd

> M Static Ports

M static Leats

Seamh By Mame /
Value:

Fo s P Inats
Meta FolarRamm Kay Contract Name Sanke @mph Name Senvke Function Name NB:: amm Inatance value

» M Fiber Channel (P aths)
I Contracts
M Static EndPoint
» M Subnets
M L4L7 Virtual IPs
M 1417 1P Address Pool i
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Tenart SJC

Security Policies - Contracts

M Quick Start
4 & Tenant SJC
» M@ Application Profiles G i

» Ml Networking
M L4L7 Serice Parameters

~ Mama Scope Oos

4 M Security Policies

I M Contracts

Tenart S.JC

Devices Selection Policies

M Quick Start
4 A Tenant SJC
» I Application Frofiles {:} i

» Il Networking
M L4L7 Service Parameters

« Contract Mame Eraph Nar

» Bl Security Policies
* M Troubleshoot Folicies
» M nonitoring Policies
4 MW L4917 Services
» Ml L4L7 Semvice Graph Templates
» I Router configurations
» Il Function Profiles
*» Ml L4L7 Devices

» M Imported Devices
I » M Devices Selection Policies I

F5 iWorkflow configuration related to APIC tenant and service graph is un-configured

Tenants

0 Items total 0 Items total 0 Iterms total

BIG-IP is also clean:
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Parttion:

Common

2.4.4 APIC — Remove L4-L7 Devices from Tenant Common

Remove the L4-L7 logical device cluster from common tenant.

Tenant Common->L4-L7 Services -> L4-L7 devices -> , right click on the logical device cluster and click
delete

This will also delete the device group from the BIG-IP (no device group correcponding to the logcail device
cluster present anymore)

]| OMLINE (ACTIVE)
f5 o

Main elp Abo Device Management » Device Groups
/e statistics 1+ ~  Device Group List
IAppS

@ M |[search|

@ DNS | Group Name |+ Type |+ conn
|| datasync-global-dg (Includes Self) Sync-Only Manual

(35 Local Traffic —_——
Delete...

(i %) Acceleration

@ Device Management

Qverview
Devices
Device Groups
Device Trust

Traffic Groups

2.4.5 APIC - Remove Device Manager from Tenant Common

Remove the device manager from common tenant.

Tenant Common->L4-L7 Services -> L4-L7 devices -> Device Managers-> ‘dcloud-device-manager, right
click on the device manager and click delete

2.4.6 APIC - Remove Device Manager Type from L4-L7 Services

Remove the device manager type from L4-L7 services

Go to L4-L7 Services -> Inventory -> Device manager types , right click on the device manager and click
delete

vThis conclude Scenario 3 “Remove APIC Service Graph” lab.
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2.5 Using POSTMAN REST client to deploy service graph

Launch POSTMAN from desktop
Import the POSTMAN collection

The JSON collection if saved on your deskiop - ‘dCloud-F5-iWorkflow-App-iApps-
Final.postman_collection.json’

Click on Collection->Import

Click on the ‘Choose Files’ button and browse to the json collection and import it

File

fdt Vew Colecton Hetory Help

Import 8 Pessman Colection, Emvronment, dota dump, ! command, o @ RAML

WADL / Swapperte ] v ¢ Bumscope e

Drop files here

The POSTMAN collection will be loaded in your POSTMAN window:

Dj Runner Import D Builder

T

LoginTe X

tory Collections
POST iaaaloginsml
f— G |
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To view what each API call executed, click on the POST requests
Click on the Body to view the payload being passed
Click the Send button to execute the request

Check the status at the bottom of the window to see if the request got executed successfully (200 OK)

— Iv\ \'ﬂ

URI to which request is passed

Payload

Note: Device package install, device manager configuration has already been done, POSTS are from the
point of when a graph is to be created

Run each postman POST and then see the corresponding object created on the APIC

1. Login Token to APIC — Used for authentication to the APIC. The response to the POST operation will
contain an authentication token. Subsequent operations on the REST API will use this token value to
authenticate future requests.

2. CreateDeviceManagerType — Used to create a device manger type under L4-L7 services->Inventory

3. CreateDeviceManager-Common — Will create a device manager which has iWorkflow credentials un-
der tenant common

4. Create-Ldev-Common- Creates a logical device cluster on the APIC in tenant common
5. Export from Common to SJC tenant — Exports the LDev from common tenant to SJC tenant

6. Scope Network under AP — This will scope the network parameters like self IP/route under the appli-
cation profiles

7. Create contract — Creates a contract to be used in tenant SJC

8. Assign contract to web EPG
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9. Assign contract to app EPG

10. Create service graph template — Creates the service graph template to be used

11. Apply service graph template — Specifies the parameters (virtual server/pool. Pool members etc.) to

be configured for this particular graph

12. Create device selection policy — Creates a device selection policy (This construct gets created auto-
matically when using the Ul, this is an extra step needed when using automation)

13. Apply graph to contact — Attach the graph to the contract
This conclude Scenario 4 “POSTMAN REST client” lab.

A. Reset APIC Simulator

APIC Fabric Members are created by default, so that the demonstration can begin with the creation of the

APIC objects.

If you want to demonstrate the fabric discovery, reboot the apic-fes via Guest OS Control as follows:

1. From the Demo Dashboard, click Servers.

2. Servers Tab

Topology

Demonstration Documentation
Session Details

Servers

Session Alerts

3. From the Servers list, click the £

next to apic-fcs.

Note: These controls are only needed if you are experiencing a problem with the demonstration

Server Name IP Address

[ P ad 198.18.133.1

[# P apic-fes 198.18.133.200
[+] » na-edge1 198.18.133.115
& » vova 198.18.133.211
& > vesx1 198.18.133.32
[ P tools1 198.18.133.210
& > vesx2 198.18.133.31
[ P wkst 198.18.133.36

4. Click the Reboot button in Guest OS Control to restart the server.

VMWare Tools

guestTeolsRunning
guestTeolsRunning
guestTeolsRunning
guestTeolsRunning
guestTeolsRunning
guestToolsRunning
guestTeolsRunning

guestTeolsRunning

Note: These controls are only needed if you are experiencing a problem with the demonstration

Server Name

[# P ad1 198.18.133.1

(=) P apic-fes 198.18.133.200

Application Policy Infrastructure Controller Simulator (1.0.1e)

Power Control: > - ] Memory: 24Gb
Guest OS Control: & CPU's 6
Credentials: admin/Clsco12345 Links:

[+] P na-edge1 198.18.133.115

guestToolsRunning

guestToolsRunning

guestToolsRunning

running

running

running

running

running

running

running

running

VMWare Tools

Guest 0S Status

running

running

running

< B B B B

Enable Status Polling |

Remote Access

Remote Desktop

Guest OS Status
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Note: It will take up to 5 minutes before you can login and rebuild the Fabric using one of the Fabric
Discovery methods in Appendix B.

A. Fabric Discovery

If they are not configured, use one of the three methods below to configure:

Method Automation Level Explanation Completion Time

Script Configuration High Skip the configuration

steps and discover the , ‘ol
APIC Fabric automati- | | Minute, followed by
cally, as shown in Con- 15 minutes to build the
figure APIC Fabric Us- | fabric

ing Scripts.

Wizard Configuration Medium Set up the APIC | 5 minutes, followed by

Fabric using the Post- | 15 minutes to build the
man—REST client, as | fabric

shown in Configure
APIC  Fabric Using
Postman—-REST Client.

Note: The full fabric discovery can take up to 15 minutes. The apic3 controller will be discovered after all
the devices are discovered. You can check monitor the progress by selecting Topology from the Inventory
pane in the APIC GUI. While the discovery is taking place, you can complete Scenario 1, which ends in the
APIC Topology window showing the discovered elements.

Demonstration Steps

2.5.1 Configure APIC Fabric Using Scripts

. From the demonstration workstation, click the Build ACI Fabric icon.
. Type Y <Enter> at the Do you want to continue (Y/N)? prompt. The script will begin building the

fabric, which will take about 15 minutes.

. Build ACI Fabric Script

Build ACI Fabric - O RS

" This script will build the ACI Fabric, it will take up to 15 minutes for the full fahric discovery to complete."

Do you want to continue C¥/N>7_

. Type Y <Enter> at the Do you want to continue (Y/N)? prompt. The script will begin building the F5,

which will complete before the ACI fabric is set up.

2.5.
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2.5.2 Configure APIC Fabric Using Postman—REST Client

1.

o 0 kD

8.

9.

From the demonstration workstation, launch ‘APIC Login’, and then log in to the Application Policy
Infrastructure Controller with the following credentials: Username: admin, Password: C1sco12345.

From the menu bar, click Fabric.

From the sub-menu bar, click Inventory.

In the left-pane, choose Fabric Membership.
Review the current members of the Fabric.

Fabric Membership

Fabric Membership E’l i

=3 rcnovs ]

SUPPORTED
MODEL

SERIAL NUMBER NODE 1D NODENAME RACK NAME MODEL ROLE P DECOMISSIONED

TEP-1-101 o MOK-CIFIEPE leaf 0.0.0.0 False True

Launch the Postman — REST Client [] from the taskbar. You are automatically be logged in. This
is where you will register the switches for the APIC.

Note: If you get a status of 403 Forbidden while performing the activity in this scenario, review the
text below for more information on the error. If you see Token was invalid (Error: Token timeout),
this means that your session has timed out. You will need to launch the APIC Login POST [ &Ecteen]
and then proceed with the next POST.

Body

Pretty = Raw  Preview i) Q S JSON ~ n

- imdata: [

- error:{
- attributes: {
code: "4_03",
text: "Token was invalid (Error: Token timeout)"

In the left-pane, click the arrow [ *] next to dCloud APIC Demo, and then click the arrow next to
Create Fabric and dCloud APIC Connectivity.

dCloud APIC Demo
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¥ dCloud APIC Demo

Add Spine 1 to Fabric

Add Spine 2 to Fabric

Add Leaf 2 to Fabric

Configure Leaf 1
p Tenants

» VMM Demain

¥ dCloud APIC Connectivity

APIC Login

1 Turn On HTTP access

p dCloud APIC Lab

10. Go to dCloud APIC Connectivity and then choose APIC Login. Click Send to connect to the APIC.
11. APIC Login and Send

- o N

POSTMAN

Collections ] Normal @ Noenvironment>

¥ dCloud APIC Demo APIC Login

W Creats https://198.18.133 200/apifaaalogin xml POST v & URL params @ Headers (1)
[E5 Add Spine 1 to Fabric
form-data x-www-form-urlencoded raw binary XML (application/eml) =
[E590 Add Spine 2 to Fabric
Add Lot Fabre caaallser name="admin® pwd="Clsco12345" />
5 configure Leaf 1
»Tenants
» VMM Domain
¥ dCloud APIC Conneciivity
530 APIC Login

[Z53 Turn On HTTP access

— . m Save Preview Pre-request script Tests Add to collection ﬁ
» dCloud APIC La

12. Review the Status of the submission. A result of 200 OK means the submission was successful.
13. Status
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14.
15.

16.
17.
18.

19.
20.

21.
22.
23.

len it will discover the others.

2 B @B ECOR

Go to Create Fabric.

Choose the Add Spine1 to Fabric post. Click Send to configure the first spine,a and then it will
discover the others.

Review the status of the submission.
In the APIC application window, you can see Spine1 is now part of the Fabric Membership.

Fabric Membership
Fabric Membership ﬁ )

ACTIONS

SERIAL NUMBER  NODEID WODE NAME RACK NAME MODEL ROLE P DECOMISSIONED il:)PDERTED
TEP-1-101 0 MOIK-CIZ06PS leaf 0.0.0.0 False True
TEP-1-103 103 Spinel unsupported 0.0.0.0 False False

Go to the Postman — REST Client window.

Under Create Fabric, choose the Add Spine2 to Fabric post and then click Send to configure the
second spine.

Review the status of the submission.
In the APIC window, you can see Spine2 is now part of the Fabric Membership.

Fabric Membership
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24.
25.
26.

27.

28.
29.
30.
31.

Fabric Membership

N i

[Oll¥]
SERIAL NUMBER NODE D NODE NAME RACK NAME MODEL ROLE P
TEP-1-101 1] MOK-CII9EPE leaf 0.0.0.0
TEP-1-103 103 Spinel unsupported 0.0.0.0
TEP-1-104 104 Spine2 unsupported n.0.0.0

Go to the Postman — REST Client window.
Under Create Fabric, choose the Add Leaf2 to Fabric post.
Review the command for this post and you can see that it:
* Looks for the serial number (TEP-1-102)
+ Sets up the serial number for node 102
* Names Leaf2
Add Leaf2 to Fabric

Add Leaf 2 to Fabric

https:/198.18.1.33 . 200/3piinode/mo/uniicontrollier/nodeidentpolfnodep-TEP-1-102 - POST v & URL params

form-data = x-www-form-urlencoded raw | binary JSON (application/json) =

L {"fabricModeIdentP" :{"attributes":{"dn":"uni/fcontroller /nodeidentpol/nodep-TEP-1-182" ,"serial™ :"TEP-1-

ACTIONS -

DECOMISSIONED ;L:)':;‘ERTED
False True
False False
False False

& Headers (1)

182" ,"nodeld":"182","name”:"Leaf2"”,"rn" :"nodep-TEP-1-182","status":"created” . "children™: [1}}

m Save Preview Pre-request script Tests Add to collection

Click Send.

Review the status of the submission.

In the APIC window, you can see Leaf2 is now part of the Fabric Membership.

Fabric Membership
Fabric Membership

N i

[OlL¥]
SERIAL NUMBER NODEID NODENAME RACK NAME MODEL ROLE IP
TEP-1-101 i NOK-CH396PY leaf 0.0.0.0
TEP-1-103 103 Spinel unsupparted 0.0.0.0
TEP-1-104 104 Spinez unsupparted 0.0.0.0
TEP-1-102 102 Leafz unsupparted 0.0,0.0

DECOMISSIONED

False

False

False

False

ACTIONS -

SUPPORTED
MODEL

True
False
False

False
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32

33.

34.
35.
36.

37.
38.

39.

40.

41.

. Go to the Postman — REST Client window.

Under Create Fabric, choose the Configure Leaf 1 to Fabric post, which will update the first member
of the Fabric.

Click Send.
Review the status of the submission.

In the APIC window, you can see that Node ID and Node Name have been set for serial number
TEP-1-101.

As it discovers Leaf1, an IP address is allocated.

The discovery will continue until it finds all of the links to the other members and populates the IP
Addresses.

Fabric Membership
. . .
Fabric Membership N i
@I;l ACTIONS ~
SERIAL NUMBER NODEID NODE NAME RACK NAME MODEL ROLE (1 DECOMISSIONED i%PDPE(ERTED
TEP-1-101 101 Leafl MW9k-CI3I6PY leaf 10.0,192,95/32 False True
TEP-1-102 102 Leaf2 MAk-CI3I6PK leaf 10,0.192.92f32 False True
TEP-1-103 103 Spinel MAK-C9505 spine 10.0.224,127)32 False True
TEP-1-104 104 Spine2 MNAK-C9508 spine 10.0.192.94{32 False True

Wait for discovery to finish. In the APIC window, select Fabric > Inventory from the main menu. Click
Topology and demonstrate that the entire fabric has been discovered and is included in the topology.

Fabric Discovery Topology

TENANTS VM NETWORKING L4-L7 SERVICES ADMIN

[CEEmleE-]
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Class 3: Automation of Cisco APIC and F5 BIG-IP using Ansible

Pre-requisites

* iApps to be used for service insertion is already present on the iWorkflow

All pre-requisites are already satisfied for this lab. We DO NOT need to do the above

3.1 Lab Topology

3.1.1 Install Ansible

* On dCloud once logged into RDP, open Putty and go to server ‘Tools’ (root/C1sco12345). Run the
following commands to install Ansible

pip
yum
yum
yum
pip
pip

install
install
install
install
install

install

—-—upgrade pip
openssl-devel
python-devel
gcc

cryptography

ansible

» Once ansible is installed successfully, run following command from /root directory

— export ANSIBLE_LIBRARY=/root/library

3.1.2 Environment setup

» Download ansible_automation_files.tarfromhttps://tinyurl.com/y9zvij6énl to desk-

top

» Open WinSCP, click on with windows startup button and then click WinSCP
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Cisco

Cisco ASDM-IDM Launcher (’ f')

Google Chrome | Mozilla Firefox
GitHub, Inc
Google Chrome
G
Kt
e

WinsSCP PuTTY

Mozilla Firefox

(& o)

Vivtware

Onelrive vSphere Client

-
Cisco UCS
PowerTool

Search

* On WIinSCP

— Hostname: tools.dcloud.cisco.com

— Port: 22

— Click on the EDIT button to change username and password
= Username: root
« Password: C1sco12345

— Click Save

— Click login

— In the right hand pane click on the /home /user01/Scripts tab, changeitto /root
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C\Scripts /home/userd1/Scripts
Mame - Size Type # || Mame
Hef - Parent direct: i -
deov File folder & Tenantxml
asa-device-pkg-1.2.7.8.zip 212KB  Compressed || Remove Allcfa bl
& backup-rename.psi 0KB Windows Pov ] Remove | Qpen directory i X
|4 backup-start.ps1 4KB  Windows Pou DevicePa . Open drectory: £
| | Base.cfg 1KB CFGFile =] DeleteTe l_ |.|’root] ”
|5y base-start.ps1 5KB Windows Poy = DeleteMI
[ Build_APIC_Fabric.bat 8KB Windows Bat | DeleteGry  Site bookmarks  Shared bookmarks
Chrome_APIC_F5_Profilezip 3610KB  Compressed = DeleteAl
|| cuic_backup_ucsd_aci_v2.tar.gz 3,258KB GZFile =] CreateGr. Add
[Z]dem o_shutdown.bat 1KB Windows Bat =] CreateDef —
|3 demo-shutdown.psl 4KB  Windows Pou =] CreateCo
DevicePackage-11.0-65.36.zip G610KB  Compressed =] Createfp
| f5-start.psl TKB  Windows Poy || Build_All
Firefox_APIC_Deme_Profilezip 7.287KB Compressed =] AttachGr
Firefox APIC_F3 Profilezip 7329KB Compressed i asa-devi H
[ Fix-RP,ps1 1KB  Windows Pou ¥ asa-devi e 1
i get_master_script.py 2KB Pythen File Down
_|LicenseFunctions.psm1 OKB  Windows Poy
= master.py 15KB  Python File
[5=) plink.exe 343KB  File EXE Location Profies... Cancel Help
Postman_Cenfig.zip 68KB Compressed
— Click OK

— Similarly change the left hand pane from C:\Scripts to C:\Users\demouser\Desktop
— Copy the download tar file from the desktop to the root directory on the ansible host
» SSH to the ‘Tools’ host using Putty
— Username: root
— Password: C1sco12345
— Untar the ansible_automation_files.tar file using command:

tar xvf ansible_automation_files.tar

3.1.3 Directory structure

All the files and folders are under /root directory itself. Let’s take a look at the files and directories. This is for
reading and familiarizing yourself with the playbooks and files we are going to use. No task to be performed
in this section
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Iy /root

ansible.cfg ﬁ

host_file j

playbooks r
aci_posts r
4

cleanup r
— A
|

Posts for Posts for
setup cleanup
Variable
files and
json files

library E

Ansible
modules

* File ansible.cfg

— Ansible configuration file where you can set ansible environment variables, for more information
refer to link http://docs.ansible.com/ansible/intro_configuration.html

e File host_file

— Thisfile is the ansible inventory file, which stored information about the host(s) that we want to run
the playbook against, and variable information pertaining to those hosts. For more information
about the inventory file refer to link http://docs.ansible.com/ansible/intro_inventory.html#inventory

— The host file is specific to your environment

— Sample host_file for the dCloud environment

[iworkflow]
198.18.128.135

[iworkflow:vars]
username=admin
password=Clscol2345

[apic]
198.18.133.200

(continues on next page)
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(continued from previous page)

[apic:vars]
username=admin
password=Clscol2345

+ Directory playbooks — This directory contains

— All the playbooks we are going to run in this lab

*+ iworkflow_setup.yaml — Configure setting on iWorkflow

* aci_tenant_setup.yaml — Create a tenant and related parameters on APIC

* logical_device_cluster.yaml — Create a logical device cluster on APIC (this enabled

communication of APIC with BIG-IP)

* service_insertion.yaml - Configure service insertion on APIC

«+ aci_delete_service.yaml — Clean up of the configuration done on APIC

= This is a sample input to the variable file, you can modify it to fit your environment

— The variable file which we are going to edit to customize it to our needs

bigip_ip 198.18.128.130
bigip_username admin
bigip_password Clscol2345

bigip_hostname

bigipl.dcloud.cisco.com

iworkflow_ip 198.18.128.135
iworkflow _username admin
iworkflow_password Clscol2345
tenant_name Demo

context_name

{{tenant_name}}_ ctxl

app_profile_name

App_profile

provider_bd_name

{{tenant_name} }_BDApp

provider_ip

192.168.10.220

provider_mask

24

provider_epg_name

prov_EPG_app

consumer_bd_name

{{tenant_name} }_BDWeb

consumer_ip

10.10.10.220

consumer_mask

24

consumer_epg_name

cons_EPG_web

contract_name

web2app-demo—contract

filter_name

{{contract_name}}_filter

subject_name1 http

subject_name2 https
iworkflow_servicetemplate_name SimpleHTTP
devicePackage_name dCloudConnector
downloaded_devicePackage name | F5DevicePackageSimple
logicalDeviceCluster_name StandaloneBIGIP

SGtemplate_name

SimpleHTTP_ServiceGraphTemplate

Continued on next page
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Table 1 — continued from previous page

external_selfip 10.10.10.120
external_netmask 255.255.255.0
internal_selfip 192.168.10.120
internal_netmask 255.255.255.0
vip_ip 10.10.10.100
vip_port 80

poolMember_ip 192.168.10.140
Ib_method round-robin

* Directory aci_posts
— This directory has all the aci posts we are going to execute on the APIC

— Each post is a j2 (jinja2) template file. This template file contains variables which are going to
be substituted at run time from information present in the variable file. The XML file then created
after the substitution will be then run on the APIC

» JSON blob for creating a service template on iWorkflow
* Directory library

— This contains the python files which are responsible for running code for modules. For this lab
we have the one aci module aci_rest .py which will be used to run the posts on the APIC

3.2 Module 1: L4-7 Services with Cisco APIC and BIG-IP

3.2.1 Lab 1: Customize files to fit the environment

Let’s take a look at the host_file and variable_ file and fill it out.

3.2.2 Lab 2: Executing the playbooks
iWorflow

Let’s login to iWorkflow and have a look at the configuration before we run the playbook
Let us first execute the playbook on iWorkflow. This playbook will perform the following tasks
+ Discover device
+ Create a cloud connector
+ Create a service template — Parameters than are tenant editable on this template are
— Virtual IP
— Virtual Port
— Load balancing method
— Pool members
To execute the playbook run command:
1. SSH to the “Tools” host
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2. Go to the /root directory

3. ansible-playbook —--step playbooks/iworkflow_setup.yaml

Note: The playbook will be run step by step, after the first task device discovery, make sure before

you go to the next step the device is discovered correctly and the BIG-IP is in a healthy state

4. The following gets created on iWorkflow after playbook(iworkflow_setup.yaml) execution

fs iWorkflow Clouds and Services

1 item total Lilem tota) Litem tota) Liemntots) 0 items tota

I iApps Templates + W Service Templates + Devices +
I |

appsves_integration_v1.0_001 SimpleHTTP dCloudConnector bigip1.dcloud.cisco.com
! appsves._integration_v1.0_001 Clsco APIC BIG-IP 120.0 | 198.18.128.130

Pre-requisite -- not
uploaded
by the playbook

5. Once executed the playbook downloads the device package to the playbooks directory. Open WinSCP
again and move this downloaded device package to desktop on your dcloud environment. Name of

the device package is picked up from the variable file**

Manual step to upload Device Package to APIC

1. Go to APIC UI, login with admin/C1sco12345
2. Click on L4-L7 services->Packages->Import a device package

< C | A Notsecure | b#p7%://apicl.dcloud.cisco.com/#L4L7 Services:b|rootlvnsQuickstart

I Apps ui APIC21 (B vSphere Web Client A UCS Manager i UCS Director (@) BIG-IP® (&) iWorkflow™

il I 1l l & System Tenants Fabric VM Networking L4-L7 Services Admin Operations

(o ] of o]
Inventory | Packages

e Quick Start

M Quick Start
» I L4-L7 Service Device Types

HELP

packages before configuring a service graph

Quick Start

Import a Device Package ( ° E

3. Click on Browse and then select the device package present on the desktop

4. Once uploaded, you can view the device package contents on the left-hand side of the pane

The Packages menu allows you to import L4-L7 device packages, which are used to define
offload, load balancer, context switch, SSL termination device, or intrusion prevention systel
settings along with interfaces and network connectivity information for each function. A netw

You can use the Import a Device Package wizard to import a device package for a functior

3.2. Module 1: L4-7 Services with Cisco APIC and BIG-IP
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alraln System Tenants Fabric VM Networking L4-L7 Services Admin Operations
cisco
Inventory | Packages
(== elal | 417 Services Function Profile - SimpleHTTP i
I Quick Start
4 M L4L7 Service Device Types @ Faus  History
4 T& F5-Workflow-2.0-dCloudConnector ( o+
4 M L4-L7 Service Functions =
B simplentTP Properties
4 BB L4-L7 Services Function Profiles Name: SimpleHTTP
& simplenTTP Description
\ Associated Function: F5-iWorkflow-2.0-dCloudConnector! SimpleHTTP
FEATURES AND PARAMETERS
Features: Basic Parameters
Meta Folder/Param Key Name Value Mandatory  Locked Shared
Al 4 =3 Function Config Function
4 F SimpleHTTP SimpleHTT.. false false

=l Lometnod pool_LbM... round-robin  falze false

4 ‘=¥ Pool Members pool__Mem.__ false

4 5 Member member false

=l 1PAddress IPAddress false false

=l Adaress pool__addr false false

= Port pool__port 80 false false

APIC

Let’s login to APIC and have a look at the configuration before we run the playbook
Let us now execute the playbooks on APIC.
1. Log back into the “Tools’ host, go to the /root directory
Playbook aci_tenant_setup.yaml — this playbook will perform the following tasks
+ Create a tenant
+ Create a Private Context
+ Create two bridge domains
» Create an application profiles
+ Create two EPG (End Point Groups)
+ Create a contract
2. To execute the playbook run command
ansible-playbook —--step playbooks/aci_tenant_setup.yaml

3. The following gets created on APIC after playbook (aci_tenant_setup.yaml) execution
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Tenant Demo

B CQuick Start
A -‘I- Tenant Demo
4 I Application Profiles

| &I App_profile I

4 I Application EPGs

b (D IEPG cons EPG_web

» G) EPG prov_EPG_app

Ml uSeg EPGs
Bl | 4-L7 Service Parameters
4 Il Metworking
4 I EBridge Domains
F =INemo BDApp
» E'IDemn:-_EDWEB
4 I VRFs
» B Demo_ctx1
» I External Bridged Networks
» I External Routed Networks
» IM Protocol Policies
Bl | 4-L7 Service Parameters

4 I security Policies
4 I Contracts

Bl

4 @IEFEDE app-demo-contract

(& ntip
E:é https

4. Playbook logical_device_cluster.yaml — this playbook will perform the following tasks

+ Create a device manager type

3.2. Module 1: L4-7 Services with Cisco APIC and BIG-IP
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» Create a device manager in tenant common
+ Create a logical device cluster in tenant common
5. To execute the playbook run command
ansible-playbook —--step playbooks/logical_device_cluster.yaml
6. The following gets created on APIC after playbook (1ogical_sevice_cluster.yaml) execution

1. Device Manager Type under L4-L7 services->Inventory->Device Manager Types

afia]n,
CISCO

System Tenants Fabric VM Networking L4-L7 Services Admin Operations

Inventory | Packages

Inventory

L4-L7 Device Manager type - F5-iWorkflow-2.0-dCloudConnector

M Cwick Start

I Inventory
P )
I Device Manager Types O 3
=S 2.0-dCloudC: ==
» I L4-L7 Chassis Types Properties
Vendor: F5
Model: iWorkflow
Version: 2.0-dCloudConnector
L4-L7 Service Device Type: F5-iWorkflow-2.0-dCloudConnector v i@

Device Manager: . name

No items have been foun
Select Actions to create a nev

2. Device Manager under Tenant common ->L4-L7 services->Device Managers

vilearle
Cisco

ALL TENANTS | Add Tenant | Search: | common | An_Service_Demo | AAn_Service_Demo | LAX | SIC

Tenant common

System Tenants Fabric VM Networking L4-L7 Services Admin Operations

Device Manager - dcloud-device-manager

M Quick Start

2L Tenant common k

» Il Application Profiles
» Il Networking

[N

(S 4
I | 4-17 Service Parameters Properﬁes
» I Security Policies Name: dcloud-device-manager
» M Troubleshoot Policies Management EPG: select an option -
e ) This is required only for inband management
» I Monitoring Policies

Device Manager Type: FS-iWorkflow-2.0-dCle = 3
4 I 1417 Services -

Manangement:
[ 4 - L4-L7 Service Graph Templates
» - Router configurations “ Host Paort
» I Function Profiles 108 18128135 443

» I L4-L7 Devices

» I \mported Devices

» Il Devices Selection Policies
» I Deployed Graph Instances
» I Deployed Devices

Username: admin

E Inband Management Configuration for L4-L7 devices
Password

4 W Device Managers —_——
Confirm Password: ....-.--
E dcloud-device-manager _—

» I Chassis Cluster Screen. . name

3. Logical device cluster under tenant common -> L4-L7 Devices. Make sure before proceeding
to the next step that your logical device cluster is in ‘Stable’ state
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System Tenants

cisco
ALL TENANTS | Add Tenant | Search: [agiauateaed

Fabric VM Networking  L4-L7 Services Admin

| common | An_Service Demo | AAn_Service_Demo | LAX | SJC

Operations

welcome, admin

Tenant common B ;
N 1] L7 Dovices - StandaloneBIGIP
I Quick Start
4 2% Tenant common k Parameters Faults  Histor
» I Application Profiles
s 4 ACTIONS ~
» I Networking
W 417 Service Parameters General
» I Securily Policies Managed Devices
» I Troubleshoot Policies Name: StandaloneBIGIP +
Device Package: F5-iWorkflow-2.0-dCloudConnector
» [ Wonitoring Policies 9 i . VCenter Management Managemen: |
4 BN 1447 Services S AE ame e Name Address iertazes
Device Type: VIRTUAL
» B L4-L7 Service Graph Templates E- Device Standslon... dCloud-DC  198.18.12.. 443 =
Trunking Port: [] i
» I Router configurations
VMM Domain: My-vCenter
» I Function Profiles N
Context Aware: Single
4 M 1417 Devices l
» & standaionesicip ( Credentials
» M Imported Devices Username: admin
» I Devices Selection Policies Password
» I Deployed Graph Instances Confirm Password:
» I Deployed Devices
{2 mband Management Configuration for L4-LT devices Configuration State
4 M Device Managers Configuration Issues: Cluster
Management IP Address: Management Port
B acioud device manager Devices State: stable k o 9818128135 N fe
» B8 Crassis Device Manager: commonidcloud-device-mansger + (§)
Cluster Interfaces:
+
Type + Name Concrete Interfaces
Fanaimer Futarnal Device/[1_1]

4. On the BIG-IP a device group will be created which has the same name as that of the logical
device cluster

|l ONLINE (ACTIVE)
| standalone

5

oo |

/- statistics

() imops ]

Main Device Management » Device Groups

1 - Device Group List

Jsoare

@ DNS ‘ ~ Group Name = Type + ConfigSync | ConfigSync Status | Wembers
[ StandaloneBIGIP (Includes Seff k Sync-Failover Auto Standalone 1
) Local Tretic [0 datasync-global-dg (Includes Selfy Sync-Only  Manual Standalone 1
(72%) Acceleration
Device Management
Overview
Devices
vonce e A
Device Trust
Traffic Groups

7. Playbook service_insertion.yaml - this playbook will perform the following tasks
» Export the logical device cluster from tenant common to user tenant
+ Create a service graph template
* Assign L4-L7 BIG-IP parameters (VIP, Port etc.) to the graph
» Create a device selection policy
» Then attach the service graph template to the contract
8. To execute the playbook run command
ansible-playbook —--step playbooks/service_insertion.yaml

9. The following gets created on APIC after playbook (service_insertion.yaml) execution
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Contract Subject - htp

4 &+ Tenant Demo
» I Application Profiles
» I Networking
I 1 417 Service Parameters
I Security Policies
4 I Contracts

8

i web2app-demo-contract
(& ntip
fé https
» I Taboo Contracts
» I Imported Contracls
» I Filters
I Troubleshoot Policies

v v

[ ] Monitoring Policies
B 1 4-L7 Services

[N

4 I 1 4.7 Service Graph Templates
» V[ SlmpleHTTF_Ser\flceGrapnTemp\ale|

» I Router configurations
» I Function Profiles

B 1417 Devices
4 I imported Devices

common/StandaloneBIGIP

4 I Devices Selection Policies

-

o

Property
MName: http

Description: | optional

Apply Both Directions: true
Reverse Filter Ports
Filters

Name

Tenant Directives

default

Target DSCP: Unspecified -

common

Attach the service

/ graph template to
Service Graphl Demo/SimpleHTTP_Sei + (3 I the contract

QoS Class: Unspecified -

» ﬁ webZapp-demu-cumram-Slmu\eHTFP_SeW\ceGr..|
» Deployed Graph Instances

10. You can view the BIG-IP parameters that get configured under provider EPG. Click on the pencil edit
button, select the appropriate graph/contract and node. Click on the ‘all parameters’ tab to view all the
details

Tenant Demo

B

4 & Tenant Demo
4 I Application Profiles
4 & App_profile
4 I Application EPGs
» ® EPG cons_EPG_web
4 ® EPG prov_EPG_app
B Domains (VMs and Bare-Metals)
» M Static Ports
I Static Leats
» I Fiber Cnannel (Paths)
I Contracts
I Static EndPoint
» I Subnets
I 1417 Virtual IPs
I 1417 IP Aadress Pool
B 1417 Service Parameters

L4-L7 Service Parameters i

Search By Name / Value:

Folder/Param Instance

Meta Folder/Param Key Contract Name Service Graph Name Service Function Name Name Value Specific Device
» I Network web2app-demo-cont...  SimpleHTTP_Servic.  ADC Network

» I NetworkRelation web2app-demo-cont...  SimpleHTTP_Servic..  ADC NetworkRelation

» B SimpleHTTP web2app-demo-cont...  SimpleHTTP_Servic.  ADC SimpleHTTP

102
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Edit L4-L7 Service Parameters

Click row to edit value

Contract Name

Demo/web2app-demo-contract

]

Graph Mame

Demo/SimpleHTTP_ServiceGraphTemplate

i

Mode Name:| ADC

i

Features and Paramelers

Features:

[+
BEEHEOBEHEBE B

Basic Parameters

=]
=]
%]
M
]
|
%]
%]
=]
M
]

Folder/Param

4 23 Device Config
» I Network

4 _@l Function Config
b Il NetworkRelatio
4 =V SimpleHTTP

4 ‘=3 Pool Members

All Parameters

Device
Metwork
Function

n NetworkRelation
SimpleHTTP

pool__Members

4 I Member member
= e IR
= Address pool__addr
= LbMethod pool__LbMethod
= Port pool__port

Apply To Specific
Device

192.168.10.141
10.10.10.100
fastest-node
a0

SHOW USAGE | SUBMIT || CANCEL I

Verify

1. On the APIC make sure the graph is deployed and the state is ‘applied’

Deployed Graph Instances

I Quick Start
4 & Tenant Demo
» I Appiication Profiles
» Il Networking
B 1417 Service Parameters
» I Security Policies
» I Troubleshoot Policies
» I Wonitoring Policies
4 I 1417 Services
4 MW 1417 Service Graph Templates
P " SimpleHTTP_ServiceGraphTemplate
» I Router configurations
» I Function Profiles
I | 4-L7 Devices
» I Imported Devices
» I Devices Selection Policies
4 I Deployed Graph Instances
P " web2app-demo-contract-SimpleHTTP_ServiceGraphTg

Verify successful deployment of network and application parameters on the APIC, iWorkflow, BIG-IP

o¥
Service Graph Contract Comtained By State + Description
SimpleHTTP_ServiceGrap... web2app-demo-contract Private Network Demo_ctx1 | applied

2. View the deployed devices tab and take node of the Virtual device ID. This will be the identified on the

BIG-IP with which you can associate the partition created on the BIG-IP to the graph deployed on the
APIC. Also keep note of the VLAN tags

3.2. Module 1: L4-7 Services with Cisco APIC and BIG-IP
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=
[ - Virtual Device - StandaloneBIGIP-Demo_ctx1
I CQuick Start

4 2 TenantDemo 0
» I Application Profiles O i m
» Il Networking
I 1417 Service Parameters Properties
» Il Security Policies Devices: StandaloneBIGIP
» I Troubleshoot Policies W e ER 0 [0
VRF: Demo_ctx1
Operational State: stable
ACKed Transaction ID: 10000
Current Transaction ID: 10000

| Monitoring Policies
4 I 417 Services
4 [ 1417 Service Graph Templates
b ~* SimpleHTTP_ServiceGraphTemplate

Cluster Interfaces: | agico interface Encap
> Router configurations
» B Function Profiles f StandaloneBIGIP_External vian-1008
B 1417 Devices StandaloneBIGIP_Internal vian-1173

» I imported Devices
» I Devices Selection Policies
4 Deployed Graph Instances
P " webZapp-demo-contract-SimpleHTTP_ServiceGraphTg
4 I Deployed Devices
b " StandaloneBIGIP-Demo_ctx1
E Inband Management Configuration for L4-LT devices
» Il Device Managers
» I Chassis

3. On the iWorkflow, make sure there is a
+ Tenant created which will map to a BIG-IP partition
» A L4-L7 service which will map to the virtual server configured on the BIG-IP

* Nodes are created which map to the node members created on the BIG-IP

| itemn total 1 item total 1 item total 0 items total
@ 192.168.10.141%3621:80 <@ ~apic-Demo-Demo_ctx1-522 apic-Demo-Demo_ctx1-522%

GEMERATED | ~aplc-Demo-Demo_ctxl-5... apic-Demo-Demo_ct1-5220

4. On the BIG-IP make sure a partition is created (note the partition is referencing the Virtual ID gener-
ated by APIC).

+ Click on ‘Network Map’ to get a unified view of the objects deployed on the BIG-IP. To see indi-
vidual objects, click on the appropriate tab from the left hand pane
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|| ONLINE (ACTIVE)

|| standalone

admin

Role: Administrator

EEERY apic-Demo-Demo_ctx1-5229 ¥

apic-Demo-Demo_cbd-5229

All [Read Only]

/el statistics

@ iApps
&3 ons
) Local Traffic

Networlc Map
Virtual Servers
Policies
Profiles
iRules
Pools
Nodes
Monitors
Traffic Class

Address Translation

Local Traffic »» Metwork Map

o - Network Map

status [Any Status ¥ |

Type

| All Types v

Search

Search iRule Definition

Show Summary || Update Map

Local Traffic Network Map

Virtual Server:

Vi

L

(@ SimpleHTTP_ServiceGraphTemplate-ADC-12101_vs
impleHTTP_ServiceGraphTemplate-ADC-12101_poo
SimpleHTTP_ServiceGraphTemplate-ADC-12101 |‘\
@ 192.168.10.141%3621:80 Pool

Pool Member

+ To view network related parameters, click on the ‘Network’ tab and then view the Self IP’s and the
VLAN information. The Self IP information is user driver (part of the service graph). The VLAN
information is dynamically generated by APIC which is configured on the BIG-IP

|| ONLINE (ACTIVE)
5 | standalone

main | Hep |

Network » Self IPs

/') statistics

(g inops
&3 ons
Local Traffic
Acceleration

Device Management

() Security
E3) Network

Interfaces

Routes

SelfIPs.

|| ONLINE (ACTIVE)
5 | standalone

Main | Hep |

/vy Statistics

@ iApps
&) ons

Local Traffic
Acceleration

Device Management

O Security
£3) Network

Interfaces
Routes
SelfIPs
Packet Filters
Trunks
Tunnels

Route Domains

VLANs

&~ SellIP List

| |search|

‘%Name

+ Application

< IP Address < Netmask

< VLAN/ Tunnel | + Traffic Group

< Partition / Path

() apic-Demo-Demo_ct:1-5229_Network_ExternalSelflP
(J  apic-Demo-Demo_ctx1-5229_Network_InternalSelflP

10.10.10.120%3621

102.168.10.120%3621 255.255.255.0 apic-5220 49156 traffic-group-local-only apic-Demeo-Demo_cix1-5229

2552552550 apic-5229_32771 traffic-group-locakonly - apic-Demo-Demo_cbx1-5220

Network »» VLANs : VLAN List

2 - VLAN List

VLAN Groups

| searcn|

][ = Name

<+ Application ‘: Tag ‘ Untagged Interfaces | Tagged Interfaces < Pariion / Path

[ apic-5229_32771
[ apic5229_49156

1006 1.1
173 12

apic-Demo-Demo_cte1-5229

apic-Demo-Demo_cte1-5229

3.2.3 Lab 3: Making modifications to the service graph

Playbook modify_parameters.yaml - this playbook will perform the following task

3.2. Module 1: L4-7 Services with Cisco APIC and BIG-IP
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« Changes the load balancing method to the desired load balancing method (input taken from the vari-

able file)

1. Open the variable file placed under /root/playbooks/variable_file.yaml and change the

1b_method parameter from round-robin to fastest—node

Before modification:

alraln Syst ; ;
cisco ystem - Edit L4-L7 Service Parameters

ALL TENANTS | Add Tenant | Seal|

Click row to edit value

I Quick Start Contract Name: Demo/web2app-demo-contract - @
4 &k Tenant Demo Graph Name: Demo/SimpleHTTP_ServiceGraphTemplate - @
4 I Appiication Profiles Node Name: ADC - @

4 & App_profile
4 I ~ppiication EPGs

® EPG cons_EPG. Features: Basic Parameters All Parameters

4 ® EPG prov_EFG

Features and Parameters

Folder/Param Apply To Specific
M Domains (VM ey
B Static Ports B 4 @‘ Device Config Device
I static Leafs BB > L1 Netviork [UEDEES
e B 4 _ﬁ‘ Function Config Function
B Contracts [ =] » I NetworkRelation NetworkRelation
BT | El B 4 =¥ SimpeHTTP SimpleHTTP
B Subnets B =2 » E_'” Pool Members pool__Members
B 1417 Virtual [ =l =l Address pool__addr 10.10.10.100
B L4147 P Addr [ =l =l LbMethod pool__LbMethod round-robin
B 417 Senvice | <] =l Port pool__port 80
M uSeg EPGS
I 1417 Service Param|
I Networking
I 1417 Service Parameters

I Security Policies

I Troubleshoot Policies

I Vonitoring Policies SHOW USAGE | SUBMIT || CANCEL I

4 M L4-L7 Services

|| ONLINE (ACTIVE)
5 | standalone

out Local Traffic » Pools : Pool List » SimpleHTTP_ServiceGraphTemplate-ADC-12101_pool

/ey statistics # - | Properties Members St

iApps
Load Balancing
@ DNS Load Balancing Method I [Round Rebin v
Priority Group Activation Disabled v
[F) Local Traffic
Update
MNetwork Map
Vitual Servers Current Members
Policies | ‘ [~] status |¢ Member ~ Address + Service Port ‘ “ FQDN ‘ + Ephemeral ‘ + Ratie ‘ = Priority Group | # Connection Limit |  Partition / Path
Profiles ||3 @  192.168.10.141%3621:80 192.168.10.141%3621 B0 No 1 0 (Inactive) 0 apic-Demo-Demo_ct1-5229
iRules Force Offline || Remove
Poals
Nodes
WMonitors
Traffic Class

Address Translation

2. To execute the playbook run command
ansible-playbook —--step playbooks/ modify_parameters.yaml

After running the playbook for modification:
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"cll's'ég' System . Edit L4-L7 Service Parameters
ALL TENANTS | Add Tenant | Sear|
Click row to edit value
I Quick Start Contract Name: Demo/web2epp-demo-contract > @
4 A Tenani Demo Graph Name: Demo/SimpleHTTP_ServiceGraphTemplate - @ —
4 W Application Profiles Node Name: ADG - @
4 & App_profile Features and Parameters
4 [ Application EPGs
» © EPG cons_EPG Features: Basic Parameters —
4 @ EPa prov EPO Folder/Param Neme Value RS
I Domains (VM: Device
B Static Ports B 4 _S‘ Device Config Device
B Static Leafs BB > & Network pahee
B Fiber Channel | 4 ‘=¥ Function Config Function
B Contracts B =2 b [l NetworkRelation NetworkRelation
ClerrsEmD B B 4 T3 simpeHTTP SimpleHTTP
B Subnsts B & » Dl Pool Members pool__Members
407 virtual B & =l Adaress pool__addr 10.10.10.100
B 407 1P Addr < =] = LbMetnod pool_LbMetnod
B 1417 Senice < =] =l Port pool__port 50
Il uSeq EPGs
M 1417 Service Param|
Il Networking
I | 4-L7 Service Parameters
Il Security Policies
M Troubleshoot Policies
B monitoring Policies SHOW USAGE | SUBMIT || CANCEL |
4 I 1417 Services
T e POV S v B = |

User admin [EUREY opic-Demo-Demo_ctxi-5229 v

Role: Administrator

P
|| ONLINE (ACTIVE)
5 || standalone

Local Traffic » Pools : Pool List » SimpleHTTP_ServiceGraphTemplate-ADC-12101_pool

E e & - | Properties Members
Load Balancing
&3 ons Load Balancing Method [ Fastest (node) M \I
Priority Group Activation
) Local Traffic
Network Map
Virtual servers Current Members
Policies [#1] =] status | = memver - Address + Service Part| - FQDN + Ephemeral | = Ratio | = Friorty Group  + Gonnestion Limit | < Parition / Fath ‘
Profiles |u @ 192165.10.141%362180 192,168 10.141%3621 80 No 1 0 (nactive) 0 apic-Demo-Demo_ct1-5229 ‘
Pools
Nodes
Monitors
Trafiic Class

Address Translation

3.2.4 Lab 4: Deleting the service

Playbook aci_delete_service.yaml - this playbook will perform the following tasks

Detach the service graph from the contract

— This will delete the partition created on the BIG-IP (thus deleting all the objects that belong to
that partition)

Delete the device selection policy

Delete the BIG-IP parameters which are present under the provider End Point Group (EPG). Remove
the provided as well as consumed contracts from the EPG’s

Delete the service graph template

Delete the contract

3.2.
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« Delete the logical device cluster

— This will delete the device group that is created on the BIG-IP

» Delete the device manager from tenant common

» Delete the device manager type under L4-L7 Services

1. To execute the playbook run command

ansible-playbook —-step playbooks/ aci_delete_service.yaml

After execution of this playbook, the BIG-IP will be in a clean state. There will be no partition on
the BIG-IP pertaining to the service graph and there will be no device group pertaining to the logical
device cluster

ser. admin
Role: Administrator

LR Common v

Common
All Read Only]

Device Management » Device Groups

[/ statistics s - | Device Group List

|| ONLINE (ACTIVE)
|| standalone

Main 0 | Device Management » Device Groups

el statistics % -~ Device Group List

@ iApps - = Create.

@ DNS ‘ = Group Name ‘e Type ‘e ConfigSync ConﬁgSyn\:Status‘ Members |
[ datasync-globak-dg (Includes Sef) Sync-Only Manual Standalone 1 |

) Local Traffic

Acceleration

=
Device Management

Overview
Devices
Device Groups

Ravire Trist
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